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On irreducible components of Rapoport-Zink
 spaces
 Yoichi Mieda
 Abstract. Under a mild condition, we prove that the ac-tion of the group of self-quasi-isogenies on the set of irreduciblecomponents of a Rapoport-Zink space has finite orbits. Ourmethod allows both ramified and non-basic cases. As a conse-quence, we obtain some finiteness results on the representationobtained from the `-adic cohomology of a Rapoport-Zink tower.
 1 Introduction
 A Rapoport-Zink space, introduced in [43], is a moduli space of deformations byquasi-isogenies of a fixed p-divisible group X over Fp with various additional struc-tures. It is a formal schemeM locally formally of finite type over the ring of integersOE of E, which is the completion of the maximal unramified extension of a finiteextension E (called the local reflex field) of Qp. Rapoport-Zink spaces are local ana-logues of Shimura varieties of PEL type (cf. [21]), and are also related to Shimuravarieties themselves by the theory of p-adic uniformization (cf. [43, Chapter 6]).
 One of the main reasons we are interested in Rapoport-Zink spaces is the conjec-tural relation between the `-adic cohomology of the Rapoport-Zink tower and thelocal Langlands correspondence (cf. [38, Conjecture 5.1]). Let us recall it briefly. Wewrite M for the rigid generic fiber ofM. By using level structures on the universalp-divisible group over M , we can construct a projective system of etale coveringsMK′ over M called the Rapoport-Zink tower. Here K ′ runs through compactopen subgroups of G′ = G′(Qp), where G′ is a certain inner form of the reductivealgebraic group G over Qp that is naturally attached to the linear-algebraic dataappearing in the definition of M. As in the case of Shimura varieties, G′ acts onthe tower by Hecke correspondences. On the other hand, the group J of self-quasi-isogenies of X preserving additional structures naturally acts onM, and this actionlifts canonically to MK′ for each K ′ ⊂ G′. Let H i
 c(M∞) be the compactly supported`-adic etale cohomology of the tower MK′. This is naturally equipped with anaction of G′ × J ×WE, where WE is the Weil group of E. Roughly speaking, it is
 Graduate School of Mathematical Sciences, The University of Tokyo, 3–8–1 Komaba, Meguro-ku,Tokyo, 153–8914, Japan
 E-mail address: [email protected] Mathematics Subject Classification. Primary: 14G35; Secondary: 11G18, 14L05.
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 expected that the representation H ic(M∞) of G′ × J ×WE is described by means
 of the local Langlands correspondence for G′ and J . There are many results in theclassical setting, namely when M is either the Lubin-Tate space or the Drinfeldupper half space (cf. [4], [10], [13], [3], [7]). However, very little is known in othercases.
 In this paper, we will study the underlying reduced scheme M = Mred. Therealready have been a lot of results on M in various particular cases; see [52], [53],[54], [42] and [12] for example. In contrast to them, here we try to keepM as generalas possible. The main theorem of this paper is as follows.
 Theorem 1.1 (Theorem 2.6) Assume that the isogeny class of the p-divisiblegroup X with additional structures comes from an abelian variety (for the precisedefinition, see Definition 2.4). Then, the action of J on the set of irreducible com-ponents of M has finite orbits.
 As a consequence of this theorem, we can obtain the following finiteness resulton the cohomology H i
 c(M∞).
 Theorem 1.2 (Theorem 4.4) Assume the same condition as in Theorem 1.1.Then, for every compact open subgroup K ′ of G′, the K ′-invariant part H i
 c(M∞)K′
 of H ic(M∞) is a finitely generated J-representation.
 By combining Theorem 1.2 with the duality theorem proved in [24], [5] and[49], we obtain the following finiteness result for the basic Rapoport-Zink tower forGSp2n.
 Theorem 1.3 (Theorem 4.14) Assume thatM is the basic Rapoport-Zink spacefor GSp2n, in which case G′ = G = GSp2n(Qp) and J is a quaternion unitary simili-tude group. For every integers i, r ≥ 0 and every irreducible smooth representationρ of J , the G-representation ExtrJ(H i
 c(M∞), ρ)Dc-sm has finite length. In particular,the G′-representation HomJ(H i
 c(M∞), ρ)sm has finite length.
 For the precise notation, see Section 4.2. To prove this theorem, we use Theorem 1.2for two Rapoport-Zink towers: one is the basic Rapoport-Zink tower for GSp2n, andthe other is a Rapoport-Zink tower for a quaternion unitary similitude group. Thesetwo towers are isomorphic at the infinite level, thanks to the duality isomorphism.
 These finiteness results are very useful when we apply representation theory tothe study of H i
 c(M∞). For example, in [31, §2–3], Theorem 1.2 for the Drinfeldtower, which is well-known, enables the author to apply a result in [6] to investigateH ic(M∞) by using the Lefschetz trace formula. Further, by using Theorem 1.3 for
 the Drinfeld tower ([31, Corollary 4.3]), we obtained a purely local and geometricproof of the local Jacquet-Langlands correspondence in some cases (see [31, Theorem6.10]). In [30], the author extends these arguments to the basic Rapoport-Zink spacefor GSp4. For this purpose, Theorem 1.3 plays a crucial role. We also remark thatTheorem 1.1 and Theorem 1.3 are indispensable in the study of the relation between
 2
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 the Zelevinsky involution and the cohomology H ic(M∞) (see [33]); in fact, Theorem
 1.1 is the main condition for applying the general theory developed in [33], andTheorem 1.3 is needed because the duality theory in [47] behaves well only forrepresentations of finite length.
 Note that the same results as Theorem 1.1 and Theorem 1.2 have been obtainedby Fargues ([8, Theoreme 2.4.13, Proposition 4.4.13]) under the condition that thedata defining M is unramified. However, there are many interesting ramified set-tings, such as the quaternion unitary case appearing in the proof of Theorem 1.3.Usually the geometry of M attached to a ramified data is much more complicatedthan that in the unramified case. For example, in the unramified caseM is formallysmooth over OE, while in the ramified case M is sometimes not even flat over OE.
 We would like to say a few words on the condition on X in Theorem 1.1. First,the problem to find an abelian variety with additional structures which has theprescribed p-divisible group up to isogeny can be seen as a generalization of Manin’sproblem, and is studied by many people mainly under the unramified setting (seeRemark 2.7). As an example of ramified cases, we will prove that any X comes froman abelian variety when G is a quaternion unitary similitude group; see Proposition2.9. By these results, it is natural for the author to expect that this condition alwaysholds, at least if the isogeny class of X is admissible in the sense of [43, Definition1.18]. Second, this condition is obviously satisfied if M is related to a Shimuravariety of PEL type by the theory of p-adic uniformization. At present, the mostsuccessful way to study H i
 c(M∞) is relating it with the cohomology of a suitableShimura variety and applying a global automorphic method. Rapoport-Zink spacesto which this technique is applicable automatically satisfy our condition. The authorhopes that these two points guarantee the condition in Theorem 1.1 to be harmlessin practice.
 To explain the strategy of our proof of Theorem 1.1, first let us assume thatthe isocrystal with additional structures b associated with X is basic (cf. [20, §5.1]).In this case, by the p-adic uniformization theorem of Rapoport-Zink [43, Theorem6.30], M uniformizes some moduli space of PEL type X, whose generic fiber isoften a disjoint union of Shimura varieties, along an open and closed subschemeZ of the basic stratum X(b) of the special fiber X = X ⊗ Fp. More precisely,there exist finitely many torsion-free discrete cocompact subgroups Γ1, . . . ,Γm of Jsuch that the formal completion X/Z of X along Z is isomorphic to
 ∐mi=1 Γi\M.
 Since X is a scheme of finite type over Fp, Z has only finitely many irreduciblecomponents. Hence the number of irreducible components of Γ1\M is also finite,and thus in particular the number of J-orbits in the set of irreducible componentsof M is finite. However, if b is not basic, the p-adic uniformization theorem [43,Theorem 6.23] becomes more complicated; it involves the formal completion of Xalong a possibly infinite set of closed subschemes of X. For this reason, we cannotextend the method above to the non-basic case. To overcome this problem, we willinvoke results by Oort [36] and Mantovan [27], [28]. Roughly speaking, they provedthat the Newton polygon stratum X(b) is almost equal to the product of M with
 3
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 an appropriate Igusa variety (cf. [28, §4]). We will generalize it to the ramifiedcase. Combining this generalization with the fact that X(b) is of finite type, wecan conclude Theorem 1.1. The author thinks that this method itself has someimportance, because it is a first step to a generalization of Mantovan’s formula (themain theorem of [28]) to the ramified case. Recall that Mantovan’s formula is anatural extension of the method in [13], and is one of the most powerful tools toinvestigate the `-adic cohomology of Shimura varieties. It is also useful to studythe cohomology H i
 c(M∞) of Rapoport-Zink towers (cf. [46]). We plan to pursue thisproblem in our future work.
 The outline of this paper is as follows. In Section 2, we recall the definition ofRapoport-Zink spaces and explain the precise statement of the main theorem. Wealso observe that the condition on X in Theorem 1.1 holds in the quaternion unitarycase. Section 3 is devoted to the proof of the main theorem. In Section 4, we willgive some applications of the main theorem, including Theorem 1.2 and Theorem1.3.
 Notation For a field k, we denote its algebraic closure by k. For a scheme X anda point x in X, we write κ(x) for the residue field at x.
 2 Rapoport-Zink spaces
 2.1 Statement of the main theorem
 Here we briefly recall the definition of Rapoport-Zink spaces. The main reference is[43, Chapter 3]. Fix a prime number p > 2. A Rapoport-Zink space of PEL type isassociated with a tuple (B,OB, ∗, V, 〈 , 〉,L , b, µ) consisting of the following objects(cf. [43, Definition 3.18]):
 – B is a finite-dimensional semisimple algebra over Qp.
 – OB is a maximal order of B.
 – ∗ is an involution on B under which OB is stable.
 – V is a finite faithful B-module.
 – 〈 , 〉 : V × V −→ Qp is a non-degenerate alternating bilinear pairing satisfying〈av, w〉 = 〈v, a∗w〉 for every a ∈ B and v, w ∈ V .
 – L is a self-dual multi-chain of OB-lattices in V (cf. [43, Definition 3.1, Defini-tion 3.13]).
 To explain the remaining objects, we denote by G the algebraic group over Qp
 consisting of B-linear automorphisms of V which preserve 〈 , 〉 up to a scalar multiple(cf. [43, 1.38]).
 – b is an element of G(K0), where K0 denotes the fraction field of W (Fp).– µ is a cocharacter Gm −→ G defined over a finite extension K of K0.
 We impose the following conditions:
 4
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 (a) The isocrystal (Nb,Φb) = (V ⊗Qp K0, bσ) has slopes in the interval [0, 1], whereσ is the Frobenius isomorphism on K0.
 (b) We have sim(b) = p, where sim: G −→ Gm denotes the similitude character.
 (c) The weight decomposition of V ⊗Qp K with respect to µ has only the weight 0and 1 parts: V ⊗Qp K = V0 ⊕ V1.
 We call such a tuple a Rapoport-Zink datum.Before proceeding, it is convenient to introduce notion of polarized B-isocrystals
 (cf. [45, Example 4.9]).
 Definition 2.1 A polarized B-isocrystal is a quadruple (N,Φ, 〈 , 〉, c) consisting of
 – an isocrystal (N,Φ) endowed with a B-action,
 – a non-degenerate alternating bilinear pairing 〈 , 〉 : N ×N −→ K0,
 – and an element c ∈ K×0such that 〈ax, y〉 = 〈x, a∗y〉 and 〈Φx,Φy〉 = cσ(〈x, y〉) for each a ∈ B and x, y ∈N . We also refer to (N,Φ, 〈 , 〉, c) as a c-polarized B-isocrystal (N,Φ, 〈 , 〉). Amorphism between two polarized B-isocrystals (N,Φ, 〈 , 〉, c) and (N ′,Φ′, 〈 , 〉′, c′)is a morphism f : N −→ N ′ of isocrystals compatible with B-action such that thereexists a ∈ K×0 satisfying 〈f(x), f(y)〉′ = a〈x, y〉 for every x, y ∈ N . If N 6= 0, suchan element a satisfies ac = c′σ(a). In particular, if c = c′, then a lies in Q×p .
 Consider a triple (X,λ, ι) consisting of a p-divisible group X over Fp, a quasi-polarization λ : X −→ X∨ (namely, a quasi-isogeny satisfying λ∨ = −λ) and ahomomorphism ι : B −→ End(X) ⊗Zp Qp satisfying λ ι(a∗) = ι(a)∨ λ for everya ∈ B. Then the rational Dieudonne module D(X)Q is naturally endowed with astructure of a p-polarized B-isocrystal. We denote it by D(X,λ, ι)Q, or simply byD(X)Q.
 An element b ∈ G(K0) gives rise to a polarized B-isocrystal
 (Nb,Φb, 〈 , 〉, sim(b)).
 We call it the polarized B-isocrystal attached to b and simply write Nb for it. Let Jbe the algebraic group over Qp of automorphisms of Nb; for a Qp-algebra R, J(R)consists of h ∈ AutR(Nb ⊗Qp R) such that
 – h (Φb ⊗ id) = (Φb ⊗ id) h,
 – and h preserves the pairing 〈 , 〉 on Nb ⊗Qp R up to R×-multiplication.
 For the representability of J, see [43, Proposition 1.12]. Moreover, if we denote byν : D −→ G ⊗Qp K0 the slope homomorphism attached to b (cf. [20, §4.2]) and byGν the centralizer of the image of ν in G ⊗Qp K0, then we have an isomorphism
 J ⊗Qp K0
 ∼=−−→ Gν ⊗K0 K0 (see [22, §3.3, §A.2]). In particular, J is reductive. On
 the other hand, J is not connected in general.The conditions (a) and (b) ensure the existence of a p-divisible group X over Fp
 whose rational Dieudonne module D(X)Q is isomorphic to (Nb,Φb). We fix such an
 5
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 X. Then, the pairing 〈 , 〉 : Nb × Nb −→ K0 induces an isomorphism of isocrystals
 D(X)Q∼=−−→ D(X∨)Q. As the Dieudonne functor D(−) is fully faithful, we obtain
 a quasi-isogeny λ0 : X −→ X∨, which is easily checked to be a quasi-polarization.Similarly, we have a homomorphism ι0 : B −→ End((Nb,Φb)) ∼= End(D(X)Q) ∼=End(X) ⊗Zp Qp, which satisfies λ ι(a∗) = ι(a)∨ λ for every a ∈ B. In this way,we find a triple (X, λ0, ι0) as in Definition 2.1 such that D(X, λ0, ι0)Q is isomorphicto Nb as a polarized B-isocrystal. Again by the fully faithfulness of the Dieudonnefunctor, the group J = J(Qp) can be identified with the group of self-quasi-isogeniesof X compatible with ι0 and preserving λ0 up to Q×p -multiplication.
 Let E be the field of definition of the cocharacter µ. It is the subfield of Kgenerated by Tr(a;V0) | a ∈ B over Qp. In particular it is a finite extension of
 Qp. We denote by E the composite field of E and K0 inside K. We write NilpOEfor the category of OE-schemes on which p is locally nilpotent. For an object S inNilpOE , we put S = S ⊗OE OE/pOE. We denote the category of sets by Set.
 Now we can give the definition of the Rapoport-Zink space (see also [43, Defini-tion 3.21, 3.23 c), d)]):
 Definition 2.2 Consider the functor M : NilpOE −→ Set that associates S with
 the set of isomorphism classes of (XL, ιL, ρL)L∈L where
 – XL is a p-divisible group over S,
 – ιL : OB −→ End(XL) is a homomorphism,
 – and ρL : X⊗Fp S −→ XL ×S S is a quasi-isogeny compatible with OB-actions,
 such that the following conditions are satisfied.
 (a) For L,L′ ∈ L with L ⊂ L′, the quasi-isogeny ρL′ ρ−1L : XL ×S S −→ XL′ ×S
 S lifts to an isogeny XL −→ XL′ with height logp #(L′/L). Such a lift isautomatically unique and OB-equivariant. We denote it by ρL′,L.
 (b) For a ∈ B× which normalizes OB and L ∈ L , the quasi-isogeny ρaL ι0(a) ρ−1L : Xa
 L ×S S −→ XaL ×S S lifts to an isomorphism XaL −→ XaL. Here Xa
 L
 denotes the p-divisible group XL with the OB-action given by ιaL : OB −→End(XL); x 7−→ ιL(a−1xa).
 (c) Locally on S, there exists a constant c ∈ Q×p such that for every L ∈ L , we canfind an isomorphism pL : XL −→ (XL∨)∨ which makes the following diagramcommute:
 X⊗Fp S
 cλ0⊗id
 ρL// XL ×S S
 pL×id∼=
 X∨ ⊗Fp S (XL∨)∨ ×S S.ρ∨L∨oo
 (d) For each L ∈ L , we have the following equality of polynomial functions ona ∈ OB:
 detOS(a; LieXL) = detK(a;V0).
 6
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 This equation is called the determinant condition. For a precise formulation,see [43, 3.23 a)].
 The functorM is represented by a formal scheme (denoted by the same symbolM)which is locally formally of finite type over SpfOE (see [43, Theorem 3.25]). Wewrite M for the underlying reduced scheme Mred of M. It is a scheme locally offinite type over Fp, which is often not quasi-compact. Each irreducible componentof M is known to be projective over Fp (see [43, Proposition 2.32]).
 The group J = J(Qp) acts naturally on the functor M on the left; the ele-ment h ∈ J , regarded as a self-quasi-isogeny on X, carries (XL, ιL, ρL)L∈L to(XL, ιL, ρL h−1)L∈L . Hence J also acts on the formal schemeM and the schemeM.
 Remark 2.3 In the definition of M, we fixed a triple (X, λ0, ι0). However, we cancheck that the formal scheme M with the action of J is essentially independent ofthis choice. See the remark after [43, Definition 3.21].
 For a scheme X locally of finite type over Fp, we write Irr(X) for the set of irre-ducible components. We investigate the action of J on Irr(M) under the followingcondition:
 Definition 2.4 We say that b comes from an abelian variety if there exist
 – a Q-subalgebra B which is stable under ∗ and satisfies B ⊗Q Qp = B,
 – an abelian variety A0 over Fp,– a polarization λ0 : A0 −→ A∨0 ,
 – and a homomorphism ι0 : B −→ End(A0)⊗ZQ satisfying λ0ι0(a∗) = ι0(a)∨λ0
 for every a ∈ Bsuch that the polarized B-isocrystal D(A0[p∞])Q is isomorphic to Nb.
 Note that in this case B is a finite-dimensional semisimple algebra over Q, ∗is a positive involution on B, and ι0 is an injective homomorphism (recall that weassume V to be a faithful B-module).
 Remark 2.5 The problem of finding (A0, λ0, ι0) as in Definition 2.4 for a fixed Bcan be regarded as a generalization of Manin’s problem. In fact, the case where(B, ∗, B) = (Qp, id,Q) is exactly the original problem ([26, Chapter IV, §5, Conjec-ture 1, Conjecture 2]), which has been solved in [50] and [35]. In the next subsection,by using a similar method as in [50], we prove that any b comes from an abelian
 variety if B is a quaternion division algebra over Q which ramifies exactly at p andanother finite place.
 This problem is studied by many people in the context of non-emptiness ofNewton strata of Shimura varieties; see [51], [55], [48], [23] for example. Let usassume that there exists
 – a semisimple Q-algebra B,
 – an order OB of B,
 7
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 – a positive involution ∗ on B under which OB is stable,
 – a finite faithful B-module V ,
 – and a non-degenerate alternating bilinear pairing 〈 , 〉∼ : V ×V −→ Q satisfying
 〈av, w〉∼ = 〈v, a∗w〉∼ for every a ∈ B and v, w ∈ Vsuch that the localization of (B, ∗, V , 〈 , 〉∼) at p is isomorphic to (B, ∗, V, 〈 , 〉).We write G for the algebraic group over Q consisting of B-linear automorphisms ofV which preserve 〈 , 〉∼ up to a scalar multiple. We fix an isomorphism C ∼= K0
 and assume further that
 – there exists a Shimura datum (G, h) (in particular G is connected) such that the
 associated Hodge cocharacter µh : Gm,C −→ GC is identified with µ : Gm,K0−→
 GK0
 ∼= GK0under the fixed isomorphism C ∼= K0.
 Finally, we assume that (µ, b) is admissible in the sense of [43, Definition 1.18].This condition is usually included in the definition of Rapoport-Zink data (see [43,Definition 3.18]). In this situation, every b comes from an abelian variety if thedatum (B,OB, ∗, V, 〈 , 〉) is unramified, namely, B is a product of matrix algebrasover unramified extensions of Qp and there exists a Zp-lattice of V which is self-dualfor 〈 , 〉 and preserved by OB. See [55, Theorem 10.1].
 The main theorem of this paper is the following:
 Theorem 2.6 Assume that b comes from an abelian variety. Then, Irr(M) hasfinitely many J-orbits.
 Remark 2.7 i) If the datum (B,OB, ∗, V, 〈 , 〉) is unramified, the correspondingresult is obtained in [8, Theoreme 2.4.13]. Together with Remark 2.5, thetheorem above gives an alternative proof of Fargues’ result.
 ii) In some concrete cases, there are more precise results on irreducible componentsof M. See [52], [53], [54], [42] and [12] for instance.
 Remark 2.8 In this paper, we only work on Rapoport-Zink spaces of PEL type.However, it will be possible to apply the same technique to Rapoport-Zink spacesof EL type.
 2.2 Example: quaternion unitary case
 In this subsection, we will give an example of (B, ∗, V, 〈 , 〉) such that every b asin the previous subsection comes from an abelian variety. Let D be a quaterniondivision algebra over Qp. Recall that D can be written as Qp2 [Π], where Qp2 is theunramified quadratic extension of Qp, and Π is an element satisfying Π2 = p andΠa = σ(a)Π for every a ∈ Qp2 and the unique non-trivial element σ of Gal(Qp2/Qp).Let ∗ be an involution of D defined by Π∗ = Π and a∗ = σ(a) for every a ∈ Qp2 .Note that we have d∗ = ε(Trd(d) − d)ε−1 for any ε ∈ Q×p2 with σ(ε) = −ε, where
 8
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 Trd denotes the reduced trace. We fix an integer n ≥ 1 and a non-degeneratealternating bilinear pairing 〈 , 〉 : Dn × Dn −→ Qp satisfying 〈dx, y〉 = 〈x, d∗y〉for every d ∈ D and x, y ∈ Dn. An example of such a pairing 〈 , 〉 is given by〈(di), (d′i)〉 =
 ∑ni=1 Trd(εd∗i d
 ′i), where ε ∈ Q×p2 is an element satisfying σ(ε) = −ε.
 For the quadruple (D, ∗, Dn, 〈 , 〉), the algebraic group G introduced in the previoussubsection is called the quaternion unitary similitude group.
 In this subsection, we prove the following proposition.
 Proposition 2.9 Let b be an element of G(K0) satisfying the following conditions:
 – the isocrystal (Nb,Φb) has slopes in the interval [0, 1],
 – and sim(b) = p.
 Then, b comes from an abelian variety.
 We begin with describing polarized D-isocrystals.
 Lemma 2.10 i) For a Qp2-algebra R, the following two categories are equivalent:
 – The category of pairs (N, 〈 , 〉) consisting of an R-module N endowed withan action of D and a non-degenerate alternating bilinear pairing 〈 , 〉 : N ×N −→ R satisfying 〈dx, y〉 = 〈x, d∗y〉 for every d ∈ D and x, y ∈ N . Themorphisms are R-homomorphisms preserving the D-actions and the R×-homothety classes of the pairings.
 – The category of pairs (N0, 〈 , 〉0) consisting of an R-module N0 and a non-degenerate alternating bilinear pairing 〈 , 〉0 : N0 × N0 −→ R. The mor-phisms are R-homomorphisms preserving the R×-homothety classes of thepairings.
 ii) The following two categories are equivalent:
 – The category of polarized D-isocrystals.– The category of polarized Qp-isocrystals, where we consider the identity as
 an involution on Qp.
 Proof. This lemma is essentially obtained in [43, 1.42], but we include the proof herein order to fix notation.
 We prove i). Let (N, 〈 , 〉) be an object of the first category. For i = 0, 1, we
 denote by Ni the R-submodule of N on which Qp2 ⊂ D acts by Qp2σi−−→ Qp2 −→ R.
 Then we have N = N0⊕N1. Note that the action of Π ∈ D induces an isomorphismbetween N0 and N1, hence N ∼= N0 ⊕N0. We can easily check that N0 and N1 aretotally isotropic with respect to 〈 , 〉.
 Let 〈 , 〉0 : N0 × N0 −→ R be the pairing given by 〈x, y〉0 = 〈x,Πy〉. It isnon-degenerate and alternating. Therefore we obtain the functor (N, 〈 , 〉) 7−→(N0, 〈 , 〉0) from the first category to the second. Note also that we have 〈x +Πx′, y + Πy′〉 = 〈x, y′〉0 + 〈x′, y〉0 for x, x′, y, y′ ∈ N0.
 We shall construct a quasi-inverse functor. Let (N0, 〈 , 〉0) be an object of thesecond category. We define an action of D on N0 ⊕ N0 by Π · (x, y) = (py, x) and
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 a · (x, y) = (ax, σ(a)y) for a ∈ Qp2 . Let 〈 , 〉 : (N0 ⊕ N0) × (N0 ⊕ N0) −→ R be apairing defined by 〈(x0, x1), (y0, y1)〉 = 〈x0, y1〉0 + 〈x1, y0〉0 for x0, x1, y0, y1 ∈ N0. Itis easy to observe that the functor (N0, 〈 , 〉0) 7−→ (N0⊕N0, 〈 , 〉) is a quasi-inverseof (N, 〈 , 〉) 7−→ (N0, 〈 , 〉0). This concludes i).
 Next we consider ii). Let (N,Φ, 〈 , 〉, c) be a polarized D-isocrystal. Then Φmaps N0 to N1, hence Π−1Φ: N0 −→ N0 makes N0 an isocrystal. Since
 〈Π−1Φx,Π−1Φy〉0 = 〈Π−1Φx,Φy〉 = cσ(〈Π−1x, y〉) = cσ(〈x,Π−1y〉) = p−1cσ(〈x, y〉0)
 for x, y ∈ N0, (N0,Π−1Φ, 〈 , 〉0, p−1c) is a polarized Qp-isocrystal.
 Conversely, let (N0,Φ0, 〈 , 〉0, c0) be a polarized Qp-isocrystal. Let 〈 , 〉 : (N0 ⊕N0)× (N0⊕N0) −→ K0 be the pairing constructed in i). We define Φ: N0⊕N0 −→N0 ⊕ N0 by (x, y) 7−→ (pΦ0y,Φ0x). Then (N0 ⊕ N0,Φ, 〈 , 〉, pc0) is a polarizedD-isocrystal, and (N0,Φ0, 〈 , 〉0, c0) 7−→ (N0⊕N0,Φ, 〈 , 〉, pc0) gives a quasi-inverseof the functor (N,Φ, 〈 , 〉, c) 7−→ (N0,Π
 −1Φ, 〈 , 〉0, p−1c). This concludes ii).
 Remark 2.11 i) Set R = K0 in Lemma 2.10 i). For an integer d ≥ 1, all ob-jects (N0, 〈 , 〉0) in the second category of Lemma 2.10 i) with dimK0 N0 =2d are isomorphic. Therefore, all objects (N, 〈 , 〉) in the first category ofLemma 2.10 i) with dimK0 N = 4d are isomorphic. This implies that eachpolarized D-isocrystal (N,Φ, 〈 , 〉, c) with dimK0 N = 4n is isomorphic to(Nb,Φb, 〈 , 〉, sim(b)) for some b ∈ G(K0).
 ii) Lemma 2.10 i) gives an inner twist G⊗Qp Qp2
 ∼=−−→ GSp2n⊗QpQp2 .
 Definition 2.12 The Newton polygon of a polarized D-isocrystal (N,Φ, 〈 , 〉, c) isdefined to be the Newton polygon of the isocrystal (N0,Π
 −1Φ).
 Remark 2.13 Let (N,Φ, 〈 , 〉, c) be a polarized D-isocrystal, and∑r
 i=0 mi[λi] itsNewton polygon. Here λ0 < · · · < λr denote the slopes, and mi denotes the multi-plicity of the slope λi part. Then we have λr−i = ordp(c)− 1−λi and mr−i = mi forevery 0 ≤ i ≤ r, where ordp denotes the p-adic order. Further, the Newton polygonof the isocrystal (N,Φ) is given by
 ∑ri=0m
 ′i[λi + 1/2], where m′i = 2mi if λi and
 λi + 1/2 have the same denominator, and m′i = mi otherwise. In particular, theslopes of (N,Φ) lie in the interval [0, 1] if and only if −1/2 ≤ λi ≤ 1/2 for every i.
 Lemma 2.14 Two polarized D-isocrystals are isomorphic if and only if the corre-sponding Newton polygons are the same.
 Proof. We write B(G) for the set of σ-conjugacy classes of G(K0). As in [22, §4.2],
 the inner twist G ⊗Qp Qp2
 ∼=−−→ GSp2n⊗QpQp2 in Remark 2.11 ii) determines the
 Newton map νG : B(G) −→ Rn. As the derived group of G is simply connected, νGis known to be injective (see [22, §4.13]).
 By Remark 2.11 i), the map sending b to (Nb,Φb, 〈 , 〉, sim(b)) gives a bijectionbetween B(G) and the set of isomorphism classes of polarized D-isocrystals whose
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 dimensions as K0-vector spaces are 4n. By definition, for b ∈ B(G), the Newtonpolygon of the polarized D-isocrystal (Nb,Φb, 〈 , 〉, sim(b)) has essentially the sameinformation as νG(b). Hence the injectivity of νG provides the desired claim.
 Definition 2.15 For integers m ≥ 0, k > 0 with (m, k) = 1, let Nm,k denote ap-polarized D-isocrystal whose Newton polygon equals [−m/k] + [m/k]. Such anNm,k exists by Lemma 2.10 ii), and it is unique up to isomorphism by Lemma 2.14.We call Nm,k the simple polarized D-isocrystal of type (m, k).
 Lemma 2.16 Every p-polarized D-isocrystal is isomorphic to a direct sum of simplepolarized D-isocrystals of various types.
 Proof. Let N be a p-polarized D-isocrystal. By Remark 2.13, it is easy to findsimple polarized D-isocrystals Nm1,k1 , . . . , Nms,ks such that the Newton polygon ofNm1,k1 ⊕ · · · ⊕Nms,ks is equal to that of N . By Lemma 2.14, we conclude that N isisomorphic to Nm1,k1 ⊕ · · · ⊕Nms,ks .
 We fix a prime number q different from p. Let D be the quaternion algebra overQ ramified exactly at p and q.
 Lemma 2.17 There exists an embedding D −→ D such that D is stable under ∗and the restriction of ∗ to D is a positive involution.
 Proof. We can find an element ε ∈ D× such that ε2 ∈ Q× and Q(ε) is an imaginaryquadratic field which is non-split and unramified at p. By the Skolem-Noether
 theorem, there exists an isomorphism D ⊗Q Qp
 ∼=−−→ D which maps ε to an element
 of Qp2 . We regard D as a Q-subalgebra of D by this isomorphism. As ε ∈ Q×p2
 satisfies σ(ε) = −ε, we have d∗ = ε(Trd(d) − d)ε−1. This implies that D is stable
 under ∗. Since ε2 < 0, the restriction of ∗ to D is a positive involution (see [34, §21,Theorem 2]).
 We fix an embedding D −→ D as in the previous lemma. Thanks to Lemma2.16 and Remark 2.13, Proposition 2.9 is reduced to the following proposition:
 Proposition 2.18 For integers m ≥ 0, n > 0 such that (m,n) = 1 and 0 ≤ 2m ≤ n,there exists
 – a 2n-dimensional abelian variety A0 over Fp,– a polarization λ0 : A0 −→ A∨0 ,
 – and a homomorphism ι0 : D −→ End(A0)⊗ZQ satisfying λ0ι0(a∗) = ι0(a)∨λ0
 for every a ∈ Dsuch that the p-polarized D-isocrystal D(A0[p∞])Q is isomorphic to Nm,n.
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 Proof. We follow the method in [50, §1, Un exemple special].
 First we assume that n is odd and greater than 1. Note that in this case m ≥ 1.We choose an integer u such that p - u and x2 + pn−2mx+ p2nu is irreducible in Fq.Let π ∈ Q be a root of the equation x2 + pn−2mx + p2nu = 0 and A0 the abelianvariety over Fp2n corresponding to π under the bijection in [50, Theoreme 1 (i)]. Weput F = Q(π). It is an imaginary quadratic field in which p splits into two placesv, v such that v(π) = n − 2m and v(π) = n + 2m. By the choice of u, F does notsplit at q. By [50, Theoreme 1 (ii)], the endomorphism algebra End(A0) ⊗Z Q is acentral simple algebra over F whose invariants are given by
 invw(End(A0)⊗Z Q) =
 0 w - p,n−2m
 2nw = v,
 n+2m2n
 w = v,
 where w is a place of F . In particular we have dimF (End(A0) ⊗Z Q) = (2n)2 and
 dimA0 = 2n. We can observe that invw(End(A0)⊗ZQ)− invw(D⊗Q F ) is killed by
 n for every place w of F ; note that if w | q, then D ⊗Q F splits at w since F does
 not split at q. Therefore, there exists an embedding D ⊗Q F −→ End(A0) ⊗Z Q.
 Let ι0 be the composite of D −→ D ⊗Q F −→ End(A0) ⊗Z Q. By [21, Lemma9.2], there exists a polarization λ0 : A0 −→ A∨0 satisfying λ0 ι0(a∗) = ι0(a)∨ λ0 for
 every a ∈ D. By construction, the Newton polygons of D((A0 ⊗Fp2n Fp)[p∞])Q andNm,n regarded as isocrystals are the same. By Remark 2.13, the Newton polygonsof D((A0 ⊗Fp2n Fp)[p∞])Q and Nm,n regarded as polarized D-isocrystals are alsothe same. Hence, by Lemma 2.14 we conclude that the p-polarized D-isocrystalD((A0 ⊗Fp2n Fp)[p∞])Q is isomorphic to Nm,n.
 Next we assume that n is even. Let π ∈ Q be a root of the equation x2 +pn2−mx + pn = 0 and A1 the abelian variety over Fpn corresponding to π. We put
 A0 = A1 × A1. Then, by the same argument as above, we have dimA0 = 2n andwe can find a homomorphism ι0 : D −→ End(A0)⊗Z Q = M2(End(A1)⊗Z Q) and apolarization λ0 : A0 −→ A∨0 . We can observe that D((A0 ⊗Fpn Fp)[p∞])Q ∼= Nm,n bycomparing their Newton polygons.
 Finally we consider the case n = 1. Note that m = 0. Let E0 be a supersingularelliptic curve over Fp and put A0 = E0 × E0. Then End(E0) ⊗Z Q is a quater-nion algebra over Q which ramifies exactly at ∞ and p, and End(A0) ⊗Z Q equalsM2(End(E0) ⊗Z Q). We can immediately check that there exists a homomorphism
 ι0 : D −→ End(A0)⊗Z Q. By using it, we can repeat the argument above.
 Now the proof of Proposition 2.9 is complete.
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 3 Proof of the main theorem
 3.1 First reduction
 In the first step of our proof of Theorem 2.6, we will replace M with a simplermoduli space N . We fix a lattice L ∈ L such that L ⊂ L∨.
 Definition 3.1 Let N : NilpW (Fp) −→ Set be the functor that associates S withthe set of isomorphism classes of (X, ι, ρ) where
 – X is a p-divisible group over S,
 – ι : OB −→ End(X) is a homomorphism,
 – and ρ : X⊗Fp S −→ X ×S S is a quasi-isogeny compatible with OB-actions,
 such that the following condition is satisfied.
 – Locally on S, there exist a constant c ∈ Q×p and an isogeny λ : X −→ X∨ withheightλ = logp #(L∨/L) such that the following diagram is commutative:
 X⊗Fp S
 cλ0⊗id
 ρ// X ×S S
 λ×id
 X∨ ⊗Fp S X∨ ×S S.ρ∨
 oo
 By a similar method as in the proof of [43, Theorem 3.25], we can prove that N isrepresented by a formal scheme (denoted by the same symbol N ) which is locallyformally of finite type over Spf W (Fp). We write N for the underlying reducedscheme N red of N .
 The group J acts naturally on N on the left; an element h ∈ J carries (X, ι, ρ)to (X, ι, ρ h−1).
 Lemma 3.2 There exists a proper morphism of formal schemes M −→ N com-patible with J-actions.
 Proof. It suffices to construct a proper morphism M −→ N ⊗W (Fp) OE. Let Sbe an object of NilpOE and (XL′ , ιL′ , ρL′)L′∈L an element of M(S). We will
 show that (XL, ιL, ρL) gives an element of N (S). We need to verify the conditionon quasi-polarizations. By the condition (c) in Definition 2.2, locally on S thereexist c ∈ Q×p and an isomorphism pL : XL −→ (XL∨)∨. Let λ be the composite
 XLpL−−→∼= (XL∨)∨
 (ρL∨,L)∨
 −−−−−→ X∨L . Then, we have
 heightλ = height ρL∨,L = logp #(L∨/L),
 cλ0 ⊗ id = ρ∨L∨ (pL × id) ρL = ρ∨L (λ× id) ρL,
 as desired. Hence we obtain a morphism M −→ N ⊗W (Fp) OE of formal schemes,which we denote by ψ. Clearly ψ is J-equivariant.
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 Next we prove that ψ is proper. We denote the universal object overN⊗W (Fp)OEby (X, ι, ρ). We want to classify (XL′ , ιL′ , ρL′)L′∈L as in Definition 2.2 such that
 (XL, ιL, ρL) = (X, ι, ρ). By the condition (b) in Definition 2.2, such an object isdetermined by (XL′ , ιL′ , ρL′)L′∈L ,L⊂L′(p−1L up to isomorphism. Furthermore, foreach L′ ∈ L with L ⊂ L′ ( p−1L, (XL′ , ιL′ , ρL′) is determined by Ker ρL′,L, whichis a finite flat subgroup scheme of XL[p] with degree #(L′/L). Clearly such a finiteflat subgroup scheme is classified by a formal scheme ML′ which is proper overN ⊗W (Fp) OE. Let M′ be the fiber product over N ⊗W (Fp) OE of ML′ for L′ ∈ L
 with L ⊂ L′ ( p−1L. By [43, Proposition 2.9], it is easy to observe that the naturalmorphismM−→M′ is a closed immersion (strictly speaking, we use the fact that[43, Proposition 2.9] is valid for α ∈ Hom(X, Y ) ⊗Zp Qp which is not necessary aquasi-isogeny). This concludes the proof.
 Corollary 3.3 If the action of J on Irr(N ) has finite orbits, then so does the actionof J on Irr(M).
 Proof. Take finitely many α1, . . . , αm ∈ Irr(N ) such that Irr(N ) =⋃mi=1 Jαi. By
 Lemma 3.2, for each i, only finitely many components β1, . . . , βki ∈ Irr(M) aremapped into αi by the morphism M −→ N . It is easy to observe that Irr(M) =⋃mi=1
 ⋃kij=1 Jβj.
 By this corollary, we may consider N in place of M.
 Remark 3.4 The determinant condition (see Definition 2.2 (d)) plays an importantrole when we relate the moduli space M with Shimura varieties. If we remove itfrom the conditions defining the functor M, we obtain a bigger moduli space M′
 containing M as a closed formal subscheme. It is (at least a priori) nothing todo with any Shimura variety, but still useful for our purpose since Irr(M′) givesan “upper bound” of Irr(M) in some sense. Our new moduli space N is a slightmodification of M′.
 3.2 A moduli space of PEL type
 So far, we considered an arbitrary triple (X, λ0, ι0) as in Section 2. Now we take(A0, λ0, ι0) as in Definition 2.4 and consider the triple (X, λ0, ι0) attached to it;namely, we put X = A0[p∞] and denote the induced quasi-polarization X −→ X∨and homomorphism B −→ End(X)⊗Zp Qp by the same symbols λ0 and ι0.
 Lemma 3.5 Assume that N (Fp) 6= ∅. Then we can replace (A0, λ0, ι0) so that thefollowing conditions are satisfied:
 – X = A0[p∞] is completely slope divisible (cf. [57, Definition 10]).
 – ordp deg λ0 = logp #(L∨/L).
 – there exists an order O of B which is contained in ι−10 (End(A0)), stable under
 ∗ and satisfies O ⊗Z Zp = OB.
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 Proof. First we prove that N (Fp) contains an element (X, ι, ρ) such that X is com-pletely slope divisible. Take an arbitrary element (X, ι, ρ) in N (Fp). By [57, Corol-lary 13], there exists a unique slope filtration 0 = X0 ⊂ X1 ⊂ · · · ⊂ Xs = X. PutX ′ =
 ⊕si=1Xi/Xi−1. Let us observe that X ′ is completely slope divisible. Since
 A0 and X are defined over a finite field, so is X. Therefore, by [57, Corollary 13],Xi is also defined over a finite field. Hence [37, Corollary 1.5] tells us that X ′ iscompletely slope divisible. As the category of isocrystals over Fp is semisimple, therational Dieudonne modules D(X)Q and D(X ′)Q are canonically isomorphic. Thus aquasi-isogeny f : X −→ X ′ is naturally induced. It is characterized by the property
 that the composite Xi −→ Xf−−→ X ′
 pri−−→ Xi/Xi−1 is the canonical surjection for
 each i.The OB-action ι on X induces an OB-action ι′ on X ′, and the quasi-isogeny f
 is OB-equivariant. Put ρ′ = f ρ. We prove that (X ′, ι′, ρ′) belongs to N (Fp). Itsuffices to see the last condition in Definition 3.1. Since (X, ι, ρ) lies inN (Fp), we canfind an element c ∈ Q×p and an isogeny λ : X −→ X∨ with heightλ = logp #(L∨/L)such that cλ0 = ρ∨ λ ρ. The isogeny λ : X −→ X∨ should be compatible withthe slope filtrations on X and X∨, and thus it induces the isogeny λ′ : X ′ −→ X ′∨.By the Dieudonne theory, we can easily see that λ = f∨ λ′ f and heightλ′ =heightλ = logp #(L∨/L). Hence we have cλ0 = ρ∨ λ ρ = ρ′∨ λ′ ρ′, and thus
 conclude that (X ′, ι′, ρ′) ∈ N (Fp).Now, fix (X, ι, ρ) ∈ N (Fp) where X is completely slope divisible. Then, there
 exist an abelian variety A′0 over Fp and a p-quasi-isogeny φ : A0 −→ A′0 such thatφ[p∞] : A0[p∞] −→ A′0[p∞] can be identified with ρ : X −→ X. By the last conditionin Definition 3.1, there exists an integer m such that (ρ∨)−1 pmλ0 ρ−1 givesan isogeny X −→ X∨ of height logp #(L∨/L). Consider the quasi-isogeny λ′0 =(φ∨)−1pmλ0φ−1 : A′0 −→ A′∨0 . Passing to p-divisible groups, we can easily observethat it is a polarization on A′0. By construction we have ordp deg λ0 = logp #(L∨/L).
 As φ induces End(A0) ⊗Z Q∼=−−→ End(A′0) ⊗Z Q, ι0 induces a homomorphism
 ι′0 : B −→ End(A′0) ⊗Z Q. Let O′ be the inverse image of End(A′0) under ι′0. It
 is an order of B, for ι′0 is injective. We will show that O′ ⊗Z Zp = OB. For
 a ∈ B ∩OB, consider ι′0(a) ∈ End(A′0)⊗Z Q. Since the induced element ι′0(a)[p∞] ∈End(A′0[p∞])⊗ZpQp can be identified with ι(a) ∈ End(X), it belongs to End(A′0[p∞]).
 Therefore we conclude that ι′0(a) ∈ End(A′0)⊗ZZ(p), and thus a ∈ O′⊗ZZ(p). Hence
 we have (B ∩ OB) ⊗Z(p)Zp ⊂ O′ ⊗Z Zp. On the other hand, [39, Theorem 5.2] for
 R = Z(p) tells us that (B ∩OB)⊗Z(p)Zp = OB. As OB is a maximal order of B, we
 conclude that O′ ⊗Z Zp = OB.
 Take a Z-basis e1, . . . , er of O′. Since O′ ⊗Z Zp = OB, we can find an integer
 N > 0 which is prime to p such that Ne∗i ∈ O′ for every 1 ≤ i ≤ r (recall that
 OB is stable under ∗). Let O be the Z-subalgebra of O′ generated by Nei and Ne∗ifor 1 ≤ i ≤ r. Then O is an order of B which is contained in O′ = ι′−1
 0 (End(A′0)),
 stable under ∗ and satisfies O ⊗Z Zp = OB.
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 By construction the polarized B-isocrystal associated to (A′0, λ′0, ι′0) is isomorphic
 to Nb; indeed the homomorphism D(A0[p∞])Q −→ D(A′0[p∞])Q induced by φ isan isomorphism of polarized B-isocrystals. Hence we may replace (A0, λ0, ι0) by(A′0, λ
 ′0, ι′0).
 If N (Fp) = ∅, then N = ∅ and Theorem 2.6 is clear. In the sequel, we will
 assume that N (Fp) 6= ∅, and take (A0, λ0, ι0) and O as in Lemma 3.5. Put g =dimA0 and d = deg λ0.
 Definition 3.6 For an integer δ, let N (δ) be the open and closed formal subschemeof N consisting of (X, ι, ρ) with g−1 · height ρ = δ. Note that the left hand side isalways an integer. Indeed, by the definition of N , at least locally, there exist c ∈ Q×pand an isogeny λ : X −→ X∨ with heightλ = logp #(L∨/L) such that height(cλ0) =height ρ + heightλ + height ρ∨. Since heightλ0 = logp #(L∨/L) = heightλ andheight ρ∨ = height ρ, we have height ρ = g ordp(c). Hence g−1 · height ρ = ordp(c) isan integer.
 The formal scheme N is decomposed into the disjoint union∐
 δ∈ZN (δ). Put
 N (δ) = (N (δ))red.
 By the argument in the definition above, we can also prove the following:
 Lemma 3.7 Let δ be an integer. For S ∈ NilpW (Fp) and (X, ι, ρ) ∈ N (δ)(S), thereexists a unique isogeny λ : X −→ X∨ with heightλ = logp #(L∨/L) such that thefollowing diagram is commutative:
 X⊗Fp S
 pδλ0⊗id
 ρ// X ×S S
 λ×id
 X∨ ⊗Fp S X∨ ×S S.ρ∨
 oo
 Proof. We have only to check that the quasi-isogeny λ : X −→ X∨ lifting (ρ∨)−1 (pδλ0⊗ id)ρ−1 is an isogeny. This is a local problem on S, and thus we may assumethat there exist c ∈ Q×p and an isogeny λ′ : X −→ X∨ with heightλ′ = logp #(L∨/L)such that the following diagram is commutative:
 X⊗Fp S
 cλ0⊗id
 ρ// X ×S S
 λ′×id
 X∨ ⊗Fp S X∨ ×S S.ρ∨
 oo
 By the argument in Definition 3.6, we have ordp(c) = δ. Therefore c′ = pδc−1 lies inZ×p . On the other hand, we have λ = c′λ′, as they coincide over S. Hence λ is anisogeny, as desired.
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 Next we will construct a moduli space of abelian varieties with some additionalstructures.
 Definition 3.8 Fix an integer n ≥ 3 which is prime to p. Let X be the functorfrom the category of Zp-schemes to Set that associates S to the set of isomorphismclasses of (A, λ, α, ι) where
 – A is a g-dimensional abelian scheme over S,
 – λ : A −→ A∨ is a polarization of A with deg λ = d,
 – α : (Z/nZ)2g∼=−−→ A[n] is an isomorphism of group schemes over S (an n-level
 structure on A),
 – and ι : O −→ End(A) is a homomorphism such that λ ι(a∗) = ι(a)∨ λ for
 every a ∈ O.
 An isomorphism between two quadruples (A, λ, α, ι), (A′, λ′, α′, ι′) is an isomorphismf : A −→ A′ such that λ = f∨ λ′ f , α′ = f α, and ι′(a) f = f ι(a) for every
 a ∈ O.
 Note that, unlike in the definition of Shimura varieties of PEL type, we imposeno compatibility condition on α and ι. This is to avoid an auxiliary choice of linear-algebraic data outside p.
 Proposition 3.9 The functor X is represented by a quasi-projective scheme overZp.
 Proof. By [29, Theorem 7.9], the moduli space of (A, λ, α) is represented by a quasi-projective scheme Ag,d,n over Zp. Furthermore, [25, Proposition 1.3.3.7] tells us thatX is represented by a scheme which is finite over Ag,d,n. This concludes the proof.
 In the proof of Theorem 2.6, we focus on the geometric special fiber X = X⊗ZpFpof X. For x ∈ X and a geometric point x lying over x, the corresponding quadruple(Ax, λx, αx, ιx) gives a p-polarized B-isocrystal D(Ax[p
 ∞])Q over κ(x). The conditionthat D(Ax[p
 ∞])Q is isomorphic to Nb⊗K0 FracW (κ(x)) is independent of the choiceof x. Indeed, the following lemma holds:
 Lemma 3.10 Let k be an algebraically closed field of characteristic p and k′ analgebraically closed extension field of k. For p-polarized B-isocrystals N , N ′ over k,N ∼= N ′ if and only if N ⊗FracW (k) FracW (k′) ∼= N ′ ⊗FracW (k) FracW (k′).
 Proof. Assume that there exists an isomorphism of polarized B-isocrystals
 f : N ⊗FracW (k) FracW (k′)∼=−−→ N ′ ⊗FracW (k) FracW (k′).
 By [41, Lemma 3.9], there exists an isomorphism f ′ : N∼=−−→ N ′ of isocrystals (with-
 out any additional structure) such that f = f ′ ⊗ id. Further, by [41, Lemma 3.9]
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 we can observe that f ′ is compatible with B-actions and polarizations (here weuse the fact that f carries the pairing on N ⊗FracW (k) FracW (k′) to a Q×p -multipleof the pairing on N ′ ⊗FracW (k) FracW (k′); see Definition 2.1). Hence f ′ gives anisomorphism of polarized B-isocrystals.
 We write X(b) for the set of x ∈ X satisfying D(Ax[p∞])Q ∼= Nb ⊗K0 FracW (κ(x)).
 The next lemma ensures that X(b) is a locally closed subset of X.
 Lemma 3.11 Let S be a locally noetherian scheme of characteristic p and M anF -isocrystal over S (cf. [19, §2.1], [41, §3.1]) endowed with a B-action and a non-degenerate alternating bilinear pairing 〈 , 〉 : M × M −→ 1(−1), where 1(−1)denotes the dual of the Tate object, satisfying the following conditions:
 – 〈bx, y〉 = 〈x, b∗y〉 for every b ∈ B and x, y ∈M ,
 – and the induced map M ⊗M −→ 1(−1) is a morphism of F -isocrystals.
 Then, the set S(b) consisting of s ∈ S such that Ms∼= Nb ⊗K0 FracW (κ(s)) as
 polarized B-isocrystals is locally closed in S.
 Proof. If G is connected, this lemma is due to Rapoport-Richartz [41, Proposition2.4 (iii), Theorem 3.6 (ii), Theorem 3.8]. We will adapt their argument to our case.
 First, by Grothendieck’s specialization theorem [19, Theorem 2.3.1], the set con-sisting of s ∈ S such that Ms
 ∼= Nb ⊗K0 FracW (κ(s)) as isocrystals (without anyadditional structure) is locally closed in S. Therefore, by replacing S with this sub-set endowed with the induced reduced scheme structure, we may assume that theNewton polygons of the isocrystals Ms for s ∈ S are constant. Further, we mayalso assume that S is connected. In this case, we shall prove that S(b) is either S orempty. As in the proof of [41, Theorem 3.8], it suffices to show the following:
 Assume that S = Spec k[[t]], where k is an algebraically closed field ofcharacteristic p. We denote by s1 (resp. s0) the generic (resp. closed) pointof S. Then we have an isomorphism Ms1
 ∼= Ms0 ⊗K0 FracW (κ(s1)) ofpolarized B-isocrystals.
 Following [41], we write R for the perfect closure of k[[t]] and a for the compositeSpecR −→ Spec k
 s0−−→ S. By [19, Theorem 2.7.4] and [41, Lemma 3.9], there exists
 a unique isomorphism f : MR
 ∼=−−→ a∗(M) of F -isocrystals over SpecR which induces
 the identity over s0. We shall observe that f is compatible with the B-actionsand the polarizations on MR and a∗(M). For b ∈ B, f ιMR
 (b) and ιa∗(M)(b) fare elements of Hom(MR, a
 ∗(M)), whose images in Hom(Ms0 ,Ms0) are both equalto ιMs0
 (b). On the other hand, [41, Lemma 3.9] tells us that the pull-back mapHom(MR, a
 ∗(M)) −→ Hom(Ms0 ,Ms0) is bijective (note that MR is constant, for itis isomorphic to a∗(M)). Thus f is compatible with B-actions. The same methodcan be used to compare polarizations. Hence, by taking the fiber of f at s1, we obtain
 an isomorphism fs1 : Ms1
 ∼=−−→Ms0⊗K0 FracW (κ(s1)) compatible with B-actions and
 polarizations. This concludes the proof.
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 We endow X(b) with the reduced scheme structure induced from X. By definition,the fixed (A0, λ0, ι0) and an arbitrary n-level structure α0 on A0 give an Fp-valuedpoint of X(b). In the following we fix α0.
 3.3 Oort’s leaf
 Here we follow the construction in [36], [27] and [28].
 Definition 3.12 Let C be the subset of X(b) consisting of x = (Ax, λx, αx, ιx) sat-isfying the following condition:
 – for some algebraically closed field extension k of κ(x), there exists an isomor-
 phism X⊗Fp k∼=−−→ Ax[p
 ∞]⊗κ(x) k which carries λ0 to a Z×p -multiple of λx and
 ι0 to ιx.
 By definition, (A0, λ0, α0, ι0) lies in C. In particular C is non-empty. The goalof this subsection is to prove the following theorem, which is a generalization of [36,Theorem 2.2].
 Theorem 3.13 The subset C is closed in X(b).
 The idea of our proof of Theorem 3.13 is to use the theory of Igusa towersdeveloped in [27].
 Definition 3.14 Let Cnaive be the subset of X(b) consisting of x = (Ax, λx, αx, ιx)satisfying the following condition:
 – for some algebraically closed field extension k of κ(x), there exists an isomor-phism X⊗Fpk
 ∼= Ax[p∞]⊗κ(x)k as p-divisible groups (we impose no compatibility
 on quasi-polarizations and OB-actions).
 By [36, Theorem 2.2], Cnaive is a closed subset of X(b). We endow it with the inducedreduced scheme structure. Let C∼naive be the normalization of Cnaive.
 Let (A, λ, α, ι) be the universal object over X and put G = A[p∞]. We sometimesdenote the pull-back of A and G to various schemes by the same symbols A and G.
 Lemma 3.15 The p-divisible group G over C∼naive is completely slope divisible inthe sense of [37, Definition 1.2].
 Proof. Recall that X is completely slope divisible (cf. Lemma 3.5). Consider aminimal point η of C∼naive. By the definition of Cnaive, there exists an algebraicallyclosed extension field k of κ(η) such that X⊗Fpk
 ∼= Gη⊗κ(η)k. Therefore [37, Remarkin p. 186] tells us that Gη is completely slope divisible. Hence, by [37, Proposition2.3], we conclude that G over C∼naive is completely slope divisible.
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 By the lemma above, we have a (unique) slope filtration 0 = G0 ⊂ G1 ⊂ · · · ⊂Gs = G. Put Gi = Gi/Gi−1. The action of OB on G induces that on Gi. The quasi-
 polarization λ : G −→ G∨ induced from the universal polarization gives a morphismλi : Gi −→ (Gi′)∨, where i′ is the integer such that slopeGi + slopeGi′ = 1. Note
 that λ : G −→ G∨ is an isogeny, hence so is λi.We can also consider 0 = X0 ⊂ X1 ⊂ · · · ⊂ Xs = X, Xi = Xi/Xi−1, the OB-action
 on Xi and λ0,i : Xi −→ (Xi′)∨. They appear as the fibers of the previous objects ata point of C∼naive lying over (A0, λ0, α0, ι0) ∈ Cnaive. In particular, λ0,i is an isogeny.
 Definition 3.16 For an integer m ≥ 0, let C∼naive,m be the functor from the cat-egory of C∼naive-schemes to Set that associates S to the set of jm,i1≤i≤s where
 jm,i : Xi[pm]⊗Fp S∼=−−→ Gi[pm]×C∼naive
 S is an isomorphism of group schemes over S.
 This functor is represented by a scheme of finite type over C∼naive. We denote theuniversal isomorphisms over C∼naive,m by juniv
 m,i .Let C∼′naive,m be the intersection of the scheme-theoretic images of C∼naive,m′ −→
 C∼naive,m for m′ ≥ m and put Ig∼naive,m = (C∼′naive,m)red. We also denote the restrictionof juniv
 m,i to Ig∼naive,m by the same symbol junivm,i .
 The following proposition is due to Harris-Taylor and Mantovan:
 Proposition 3.17 For each m ≥ 0, the morphism Ig∼naive,m+1 −→ Ig∼naive,m is finiteetale and surjective.
 Proof. This is essentially proved in [27, Proposition 3.3], but we should be carefulsince [27, Proposition 3.3] is stated in the case of unitary Shimura varieties. Recallthat its proof is a combination of [13, Proposition II.1.7] and [27, Lemma 3.4]. Theformer is valid for any reduced excellent scheme over Fp. The latter requires the factthat the completed local ring O∧C∼naive,x
 is a normal integral domain for each closed
 point x ∈ C∼naive. This is true because C∼naive is normal and excellent (cf. [9, IV, 7.8.3(v)]).
 Definition 3.18 For m ≥ 0 and a C∼naive-scheme S, let C∼m(S) ⊂ Ig∼naive,m(S) be thesubset consisting of jm,i ∈ Ig∼naive,m(S) satisfying the following two conditions:
 – The isomorphisms jm,i preserve the (Z/pmZ)×-homothety classes of the quasi-polarizations. More precisely, for each i, the following diagram commutes upto multiplication by (Z/pmZ)×:
 Xi[pm]⊗Fp S ∼=
 jm,i//
 λ0,i
 Gi[pm]×C∼naiveS
 λi
 (Xi′)∨[pm]⊗Fp S (Gi′)∨[pm]×C∼naiveS.∼=
 (jm,i′ )∨
 oo
 Here i′ is the integer such that slopeGi + slopeGi′ = slopeXi + slopeXi′ = 1.Recall that λi : Gi −→ (Gi′)∨ and λ0,i : Xi −→ (Xi′)∨ are isogenies (see theexplanation before Definition 3.16), so that the vertical arrows are induced.
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 – For each i, the isomorphism jm,i : Xi[pm] ⊗Fp S∼=−−→ Gi[pm] ×C∼naive
 S preserves
 the OB-actions explained before Definition 3.16.
 Clearly S 7−→ C∼m(S) is a functor represented by a closed subscheme of Ig∼naive,m.Moreover, let C∼′m be the intersection of the scheme-theoretic images of C∼m′ −→ C∼mfor m′ ≥ m. Put Ig∼m = (C∼′m )red and C∼ = Ig∼0 .
 Corollary 3.19 For each m ≥ 0, the morphism Ig∼m+1 −→ Ig∼m is finite and surjec-tive.
 Proof. Since Ig∼m (resp. Ig∼m+1) is a closed subscheme of Ig∼naive,m (resp. Ig∼naive,m+1),the finiteness follows from Proposition 3.17. To show the surjectivity, note thatthere exists an integer m′ ≥ m + 1 such that C∼′m+1 coincides with the scheme-theoretic image of C∼m′ −→ C∼m+1, for C∼m+1 is a noetherian scheme. Take x ∈ C∼′m .As C∼m′ −→ C∼m is finite by Proposition 3.17, x lies in the set-theoretic image ofthis map. Hence we can find x′ in C∼m′ which is mapped to x. The image of x′ inC∼m+1 lies in C∼′m+1, and is mapped to x. Therefore Ig∼m+1 = C∼′m+1 −→ C∼′m = Ig∼m issurjective, as desired.
 The scheme C∼ is a closed subscheme of C∼naive. Therefore, to prove Theorem3.13, it suffices to show the following proposition.
 Proposition 3.20 The image of C∼ under the finite morphism C∼naive −→ Cnaive
 coincides with C.
 Proof. Take x ∈ C∼naive. First assume that the image of x in Cnaive lies in C.Then there exist an algebraically closed extension field k of κ(x) and an isomor-
 phism j : X⊗Fp k∼=−−→ Gx ⊗κ(x) k preserving the Z×p -homothety classes of the quasi-
 polarizations and the OB-actions. It induces an isomorphism jm,i : Xi[pm]⊗Fp k∼=−−→
 Gix[pm] ⊗κ(x) k for each m ≥ 0 and 1 ≤ i ≤ s. Therefore we obtain a system ofmaps Spec k −→ C∼naive,mm≥0 compatible with projections. It is easy to check thatthe morphism Spec k −→ C∼naive,m factors through Ig∼m. In particular, the image ofSpec k −→ C∼naive, which is nothing but x, lies in C∼.
 Conversely assume that x lies in C∼. By Corollary 3.19, we can take a system ofpoints xm ∈ Ig∼mm≥0 compatible with projections such that x0 = x. Let k be analgebraic closure of lim−→m
 κ(xm). Then, for each m we have a collection of isomor-
 phisms jm,i : Xi[pm] ⊗Fp k∼=−−→ Gix[pm] ⊗κ(x) k1≤i≤s compatible with the change of
 m. By [57, Corollary 11], the slope filtrations on X and Gx ⊗κ(x) k split canonically.Namely, we have isomorphisms X ∼=
 ⊕si=1 Xi and Gx ⊗κ(x) k ∼=
 ⊕si=1 Gix ⊗κ(x) k
 which are compatible with the quasi-polarizations and the OB-actions. Hence,
 jm,i1≤i≤s induces an isomorphism jm : X[pm] ⊗Fp k∼=−−→ Gx[pm] ⊗κ(x) k compati-
 ble with the (Z/pmZ)×-homothety classes of the quasi-polarizations, the OB-actionsand the change of m. By taking inductive limit with respect to m, we obtain an
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 isomorphism j : X ⊗Fp k∼=−−→ Gx ⊗κ(x) k compatible with the OB-actions. Since the
 projective limit of a projective system consisting of finite sets is non-empty, j pre-serves the Z×p -homothety classes of the quasi-polarizations. This means that theimage of x in Cnaive belongs to C.
 Noting that C∼naive −→ Cnaive is surjective, we conclude the proof.
 Now the proof of Theorem 3.13 is complete. We endow the closed subset C ⊂ X(b)
 with the induced reduced scheme structure.
 Proposition 3.21 The scheme C is smooth over Fp.
 Proof. It can be proved in the same way as [36, Theorem 3.13 (i)].
 By this proposition, we can apply the same construction as in Definition 3.16and Definition 3.18 to G/C. Hence we first obtain the naive Igusa tower Ignaive,m,and after modifying it, the Igusa tower Igm. The following proposition can beproved in the same way as Corollary 3.19 and Proposition 3.20.
 Proposition 3.22 i) The transition maps of Igm are finite and surjective.
 ii) We have Ig0 = C.
 3.4 Almost product structure
 In this subsection, an element (X, ι, ρ) of N (S) for S ∈ NilpW (Fp) will be denotedby (X, ρ). For integers r, m with m ≥ 0, let N r,m be the closed formal subschemeof N consisting of (X, ρ) such that prρ is an isogeny and Ker(prρ) is killed by pm.We put N r,m = (N r,m)red. It is a scheme of finite type over Fp (cf. [43, Corollary2.31]).
 As in [36], [27] and [28], we will construct a morphism
 Igm×FpNr,m −→ X(b).
 Recall that we denote by (A, λ, α, ι) the universal object over Igm. For an integerN ≥ 0, let A(pN ) be the pull-back of A by the Nth power of the absolute Frobeniusmorphism Fr: Igm −→ Igm. By [27, Lemma 4.1], there exists an integer δm ≥ 0depending on m such that for N ≥ δm we have a canonical isomorphism
 A(pN )[pm] = G(pN )[pm] ∼=s⊕i=1
 (Gi)(pN )[pm].
 Then, the universal Igusa structure junivm,i over Igm gives an isomorphism
 A(pN )[pm] ∼=s⊕i=1
 (Gi)(pN )[pm]
 ⊕i j
 univm,i←−−−−−∼=
 s⊕i=1
 (Xi)(pN )[pm]⊗Fp Igm∼= X(pN )[pm]⊗Fp Igm,
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 where (Xi)(pN ) and X(pN ) are the pull-back of Xi and X by the Nth power of theabsolute Frobenius morphism on SpecFp. It preserves the (Z/pmZ)×-homothetyclasses of the quasi-polarizations and the OB-actions.
 On the other hand, over N r,m we have the universal p-divisible group X withan OB-action and the universal OB-quasi-isogeny ρ : X ⊗Fp N
 r,m −→ X. By the
 definition of N r,m, prρ is an isogeny and its kernel Ker(prρ) is contained in X[pm]⊗Fp
 N r,m. Hence Ker(prρ)(pN ) is a finite flat subgroup scheme of X(pN )[pm]⊗Fp Nr,m.
 Now consider the abelian scheme pr∗1A(pN ) on Igm×FpNr,m. Under the isomor-
 phism pr∗1A(pN )[pm] ∼= X(pN )[pm]⊗Fp (Igm×FpNr,m), pr∗2 Ker(prρ)(pN ) corresponds to
 a finite flat group scheme H of pr∗1A(pN )[pm]. We put A′ = (pr∗1A(pN ))/H. It is anabelian scheme over Igm×FpN
 r,m endowed with a p-isogeny φ : pr∗1A(pN ) −→ A′. We
 will find additional structures on A′ so that they give an element of X(Igm×FpNr,m).
 The O-action on pr∗1A(pN ) induced from ι gives an O-action ι′ onA′ by the isogeny φ.
 Indeed, it suffices to observe that H is stable under the O-action, which follows fromthe fact that Ker(prρ) is stable under the OB-action. As n is assumed to be prime top, the quasi-isogeny p−rφ induces an isomorphism pr∗1A(pN )[n] −→ A′[n] on n-torsionpoints. Let α′ be the level structure on A′ induced from α by this isomorphism.We shall construct a polarization λ′ on A′. Recall that we have a decompositionN =
 ∐δ∈ZN (δ) into open and closed subschemes. Put N (δ),r,m = N (δ) ∩ N r,m. It
 suffices to construct λ′ over Igm×FpN(δ),r,m for each δ ∈ Z. By Lemma 3.7, on
 N (δ),r,m there exists an isogeny λX : X −→ X∨ with height logp #(L∨/L) such thatthe following diagram is commutative:
 X⊗Fp Nr,m
 pδλ0⊗id
 ρ// X
 λX
 X∨ ⊗Fp Nr,m X∨.
 ρ∨oo
 Put λ′ = (φ∨)−1 pδ+2r pr∗1 λ(pN ) φ−1. Let us observe that the quasi-isogeny
 λ′[p∞] : A′[p∞] −→ A′∨[p∞] induced by λ′ is an isogeny with height logp #(L∨/L).
 As Igm×FpNr,m is reduced, by [43, Proposition 2.9], it suffices to show that, for each
 point z = (x, y) in (Igm×FpNr,m)(Fp), the quasi-isogeny λ′z[p
 ∞] is an isogeny with
 height logp #(L∨/L). By [57, Corollary 11], we have an isomorphism A(pN )x [p∞] =
 G(pN )x
 ∼=⊕s
 i=1(Gix)(pN ). Hence, Proposition 3.22 i) ensures that the isomorphism
 A(pN )x [pm] ∼= X(pN )[pm], the specialization at x of the isomorphism used above, can
 be extended to an isomorphism A(pN )x [p∞] ∼= X(pN ) between p-divisible groups which
 preserves the Z×p -homothety classes of the quasi-polarizations and the OB-actions(cf. the proof of Proposition 3.20). Under this isomorphism, A′z[p∞] is identified
 with X(pN )y , and λ′z[p
 ∞] fits into the following diagram, which is commutative up to
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 Z×p -multiplication:
 X(pN )φz [p∞]=pr ρ
 (N)y
 //
 pδ+2rλ(pN )0
 X(pN )y
 λ′z [p∞]
 (X∨)(pN ) (X∨y )(pN ).φ∨z [p∞]=pr(ρ∨y )(N)
 oo
 Hence λ′z[p∞] is identified with a Z×p -multiple of λ
 (pN )
 X,y, which is an isogeny with
 height logp #(L∨/L). As deg φ is a power of p, we conclude that λ′ is an isogenywith degree d. Thus it gives a desired polarization on A′. Obviously the quadruple(A′, λ′, α′, ι′) belongs to X(Igm×FpN
 r,m).
 Definition 3.23 Let πN : Igm×FpNr,m −→ X be the morphism determined by the
 quadruple (A′, λ′, α′, ι′). This morphism factors through X(b) (note that the Nthpower of the relative Frobenius morphism gives an isogeny between X and X(pN )).
 The following lemma, which is an analogue of [27, Proposition 4.3], is easilyverified.
 Lemma 3.24 i) For an integer N ≥ δm, we have πN+1 = Frobp πN , whereFrobp : X −→ X is the pth power Frobenius morphism over Fp (namely, thebase change to Fp of the absolute Frobenius morphism on X⊗Zp Fp).
 ii) For an integer N ≥ maxδm, δm+1, the following diagram is commutative:
 Igm+1×FpNr,m ⊂
 //
 Igm+1×FpNr,m+1 πN // X(b)
 Igm×FpNr,m πN // X(b).
 Let k be an algebraically closed field containing Fp. At the level of k-valuedpoints, we can define a variant Π: Igm(k) × N r,m(k) −→ X(b)(k) of πN . Letx = (A, λ, α, ι, jm,i1≤i≤s) be an element of Igm(k) and y = (X, ρ) be an ele-ment of N r,m(k). In this case, by [57, Corollary 11], we have a canonical iso-morphism A[p∞] = Gx ∼=
 ⊕si=1 Gix. Hence jm,i1≤i≤s induces an isomorphism
 A[pm] ∼= X[pm] ⊗Fp k preserving the (Z/pmZ)×-homothety classes of the quasi-polarizations and the OB-actions (in this argument, we need no restriction onm ≥ 0). By this isomorphism, the finite subgroup scheme Ker(prρ) of X[pm] ⊗Fp kcorresponds to a subgroup scheme H of A[pm]. Put A′ = A/H. In the same wayas in the definition of πN , we can find a polarization λ′, a level structure α′ andan O-action ι′ on A′ induced from λ, α and ι respectively, so that (A′, λ′, α′, ι′)belongs to the set X(b)(k). We define the map Π: Igm(k)×N r,m(k) −→ X(b)(k) byΠ(x, y) = (A′, λ′, α′, ι′). The following lemma is clear.
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 Lemma 3.25 i) Π: Igm(k)×N r,m(k) −→ X(b)(k) is compatible with the changeof m.
 ii) πN = FrobNp Π.
 Lemma 3.26 Let k be an algebraically closed field containing Fp. For every pointx = (A, λ, α, ι) of X(b)(k), there exists an integer m ≥ 0 such that x is contained inthe image of Π: Igm(k)×N 0,m(k) −→ X(b)(k).
 Proof. As x lies in X(b), there is a quasi-isogeny ρ : X ⊗Fp k −→ A[p∞] which is
 compatible with the OB-actions and preserves the quasi-polarizations up to Q×p -multiplication. Replacing ρ by pνρ if necessary, we may assume that ρ is an isogeny.Take an integer m ≥ 0 such that Ker ρ is killed by pm. Then, there exists an isogenyξ : A[p∞] −→ X ⊗Fp k with ξ ρ = pm. Put A′ = A/Ker ξ. Then A′[p∞] can beidentified with X ⊗Fp k, and there exists a p-isogeny φ : A′ −→ A correspondingto ρ. As in the construction of πN , we can observe that the additional structuresλ, α, ι on A induce additional structures λ′, α′, ι′ on A′ by the isogeny φ so that(A′, λ′, α′, ι′) gives an element of C(k). Let jm,i1≤i≤m be the Igusa structure onA′[pm] that comes from the identification A′[p∞] = X ⊗Fp k, and y be the point(A′, λ′, α′, ι′, jm,i) in Igm(k). Now it is easy to check that z = (A[p∞], ρ) lies inN 0,m(k) and Π(y, z) = x.
 Proposition 3.27 i) There exist integers m ≥ 0 and N ≥ δm such that themorphism πN : Igm×FpN
 0,m −→ X(b) is surjective.
 ii) For m as in i) and an algebraically closed field k containing Fp, the mapΠ: Igm(k)×N 0,m(k) −→ X(b)(k) is surjective.
 Proof. For each m ≥ 0, take an integer Nm ≥ δm so that N0 < N1 < N2 < · · · , andput Tm = (FrobNmp )−1πNm(Igm×FpN
 0,m). By Lemma 3.24, we have
 Tm ⊂ (FrobNm+1p )−1πNm+1(Igm×FpN
 0,m) = (FrobNm+1p )−1πNm+1(Igm+1×FpN
 0,m)
 ⊂ (FrobNm+1p )−1πNm+1(Igm+1×FpN
 0,m+1) = Tm+1.
 Since X(b) is a scheme of finite type over Fp, its underlying topological space isa spectral space in the sense of [11, §0]. As in [11, §2], we consider the patchtopology on X(b), under which X(b) becomes a compact space ([11, Theorem 1]).As N 0,m is a scheme of finite type over Fp, Tm is a constructible subset of X(b).In particular, it is an open set of X(b) with respect to the patch topology. On theother hand, Lemma 3.25 ii) and Lemma 3.26 tell us that
 ⋃∞m=0 Tm = X(b). Hence
 there exists an integer m ≥ 0 such that Tm = X(b). As Frobp is surjective, we haveπNm(Igm×FpN
 0,m) = X(b). This concludes the proof of i).ii) follows from i), Lemma 3.25 ii) and the injectivity of Frobp at the level of
 k-valued points.
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 Proposition 3.28 Let m,m′ ≥ 0 be integers, and consider elements (x, y) ∈Igm(Fp) × N 0,m(Fp) and (x′, y′) ∈ Igm′(Fp) × N 0,m′(Fp). If Π(x, y) = Π(x′, y′),then there exists h ∈ J such that y′ = hy.
 Proof. By Proposition 3.22 i), we may assume that m = m′. Let (A, λ, α, ι, jm,i),(A′, λ′, α′, ι′, j′m,i), (X, ρ), (X ′, ρ′) be the objects corresponding to x, x′, y, y′,
 respectively. Recall that jm,i induces an isomorphism jm : X[pm]∼=−−→ A[pm]. Again
 by Proposition 3.22 i), we can extend jm to an isomorphism j : X∼=−−→ A[p∞] which
 preserves the Z×p -homothety classes of the quasi-polarizations and the OB-actions
 (cf. the proof of Proposition 3.20). Similarly we have isomorphisms j′m : X[pm]∼=−−→
 A′[pm] and j′ : X∼=−−→ A′[p∞]. As Π(x, y) = Π(x′, y′), there exists an isomorphism
 A/j(Ker ρ) ∼= A′/j′(Ker ρ′) compatible with the additional structures. On the other
 hand, j (resp. j′) induces an isomorphism X ∼= X/Ker ρ∼=−−→ (A/j(Ker ρ))[p∞]
 (resp. X ′ ∼= X/Ker ρ′∼=−−→ (A′/j′(Ker ρ′))[p∞]). Hence we obtain an isomorphism
 f : X∼=−−→ X ′, which is compatible with the OB-actions. Consider the quasi-isogeny
 h = ρ′−1fρ : X −→ X. It is straightforward to check that h in fact gives an elementof J (use the fact that the isogenies A −→ A/j(Ker ρ) and A′ −→ A′/j′(Ker ρ′)preserve the polarizations up to multiplication by some powers of p). Now weconclude that y′ = (X ′, ρ′) = (X, f−1 ρ′) = (X, ρ h−1) = hy, as desired.
 Now we can give a proof of our main theorem.
 Proof of Theorem 2.6. Take m ≥ 0 as in Proposition 3.27, and let S ⊂ Irr(N ) bethe subset consisting of irreducible components of N which intersect N 0,m. Let usobserve that S is a finite set. Take a quasi-compact open subset U of N containingN 0,m. If α ∈ S, it intersects U and thus α ∩ U is an irreducible component of U .Moreover the closure of α∩U in N coincides with α. Hence there exists an injectionS −→ Irr(U). Since U is a scheme of finite type over Fp, Irr(U) is a finite set. ThusS is also a finite set.
 Therefore, it suffices to show that for every α ∈ Irr(N ) there exists h ∈ J suchthat hα ∈ S. Fix y ∈ α(Fp). We can take integers r, m′ with m′ ≥ 0 such that y liesin N r,m′(Fp). Then p−ry lies in N 0,m′(Fp). Let x be an arbitrary element of Igm′(Fp);note that Igm′ 6= ∅, as C is non-empty and Igm′ −→ C is surjective. By Proposition3.27 ii), there exists (x′, y′) ∈ Igm(Fp)×N 0,m(Fp) such that Π(x, p−ry) = Π(x′, y′).By Proposition 3.28, there exists h′ ∈ J such that y′ = h′p−ry. Put h = h′p−r ∈ J .Then, hα ∈ Irr(N ) intersects N 0,m at y′, and thus hα ∈ S. This completes theproof.
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 4 Applications
 4.1 Finiteness of `-adic cohomology of general Rapoport-Zink towers
 Here we continue to use the notation introduced in Section 2.1. Let ZJ be the centerof J . First we will give a group-theoretic characterization of the quasi-compactnessof ZJ\M.
 Theorem 4.1 Assume that b comes from an abelian variety and M is non-empty.Then, the following are equivalent:
 (a) The group J is compact-mod-center, namely, J/ZJ is compact.
 (b) The quotient topological space ZJ\M is quasi-compact.
 Proof of Theorem 4.1 (a) =⇒ (b). Take a compact open subgroup J1 of J . SinceJ/ZJ is compact, the image of J1 in J/ZJ is a finite index subgroup of J/ZJ .Therefore ZJJ
 1 is a finite index subgroup of J . Take a system of representativesh1, . . . , hk ∈ J of ZJJ
 1\J .By Theorem 2.6, we can choose α1, . . . , αm ∈ Irr(M) such that Irr(M) =⋃m
 i=1 Jαi =⋃mi=1
 ⋃kj=1 ZJJ
 1hjαi. By [8, Proposition 2.3.11] and the compactness
 of J1, J1hjαi consists of finitely many elements for each i and j. Therefore, ZJ\Mis covered by the images of finitely many irreducible components ofM. In particular,ZJ\M is quasi-compact.
 To show the converse (b) =⇒ (a), we use the subsequent lemma, which is similarto [30, Lemma 5.1 iii)].
 Lemma 4.2 Let T1 and T2 be quasi-compact subsets of M. Then, the subseth ∈ J | hT1 ∩ T2 6= ∅ of J is contained in a compact subset of J .
 Proof. First note that Ti is contained in a finite union of irreducible components ofM. Indeed, take a quasi-compact open subscheme U ofM containing Ti; then, theclosure α of each α ∈ Irr(U) belongs to Irr(M), and Ti is contained in
 ⋃α∈Irr(U) α.
 Therefore, the closure T i of Ti in M is quasi-compact. Replacing T1, T2 by T 1, T 2,we may assume that T1 and T2 are closed. For T = T1 ∪ T2, h ∈ J | hT1 ∩ T2 6= ∅is contained in h ∈ J | hT ∩ T 6= ∅. Therefore, it suffices to consider the caseT = T1 = T2. By Lemma 3.2, we have a J-equivariant proper morphism f : M−→N . As h ∈ J | hT ∩ T 6= ∅ is contained in h ∈ J | hf(T ) ∩ f(T ) 6= ∅, wemay replaceM by N . Let NGL be the Rapoport-Zink space without any additionalstructure associated with X, and JGL the group of self-quasi-isogenies of X. Thenwe have a closed immersion N −→ NGL compatible with the inclusion J −→ JGL.Hence we may replace N by NGL = (NGL)red and J by JGL. In this case, the claimis essentially proved in the proof of [43, Proposition 2.34].
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 Corollary 4.3 i) Let T be a non-empty quasi-compact subset of M. Then, thesubset h ∈ J | hT = T of J is open and compact.
 ii) Let T be a finite union of irreducible components of M. Then, the subseth ∈ J | hT ∩ T 6= ∅ of J is open and compact.
 Proof. i) It can be proved in the same way as in [30, Lemma 5.1 iv)].We prove ii). The openness follows from i). Write T = α1 ∪ · · · ∪ αm, where
 αi ∈ Irr(M). Consider the subset S of Irr(M) consisting of β satisfying β ∩T 6= ∅.It is a finite set (see the proof of Theorem 2.6 in p. 26). Write S = β1, . . . , βk.Then, we have h ∈ J | hT ∩ T 6= ∅ =
 ⋃mi=1
 ⋃kj=1h ∈ J | hαi = βj. Hence
 it suffices to show that h ∈ J | hαi = βj is compact for every i and j. Wemay assume that there exists h0 ∈ J such that h0αi = βj. In this case, we haveh ∈ J | hαi = βj = h0Jαi , where Jαi = h ∈ J | hαi = αi. By i), Jαi is compact,and thus h0Jαi is also compact. This concludes the proof.
 Proof of Theorem 4.1 (b) =⇒ (a). Assume that ZJ\M is quasi-compact. Then,there exist finitely many irreducible components α1, . . . , αm whose images α1, . . . , αmcover ZJ\M. Put T = α1 ∪ · · · ∪ αm and KT = h ∈ J | hT ∩ T 6= ∅. Let usobserve that J = ZJKT . Take any element h ∈ J . Since ZJ\M is non-empty, wecan find x ∈ T . Then there exists z ∈ ZJ such that zhx ∈ T . Thus we have zh ∈ KT
 and h ∈ ZJKT , as desired.By Corollary 4.3 ii), KT is compact. Hence J/ZJ is also compact.
 Next, we will prove a finiteness result on the `-adic cohomology of the Rapoport-Zink tower. Before stating the result, we recall some definitions. For a precisedescription, see [43, Chapter 5].
 We denote the rigid generic fiber t(M)η ofM by M (note that in this paper allrigid spaces are considered as adic spaces; cf. [14], [15]). The universal object on
 M induces a system of etale p-divisible groups XLL∈L on M . Assume M is non-empty, and fix a point x0 of M and a geometric point x0 lying over x0. Put V ′ =VpXL,x0 , which is independent of L ∈ L . Then, the universal quasi-polarization
 pL : XL −→ (XL∨)∨ (cf. the condition (c) in Definition 2.2), well-defined up to Q×p -multiplication, induces an alternating bilinear pairing 〈 , 〉′ : V ′× V ′ −→ Qp, whichis well-defined up to Q×p -multiplication (here we choose an isomorphism Qp(1) ∼= Qp,but the choice does not affect the Q×p -orbit of the pairing). Let G′ be the algebraicgroup over Qp consisting of B-linear automorphisms of V ′ which preserve 〈 , 〉′up to a scalar multiple. By the comparison theorem for p-divisible groups, there
 exists a B ⊗Qp Bcrys-linear isomorphism V ⊗Qp Bcrys
 ∼=−−→ V ′ ⊗Qp Bcrys which maps
 〈 , 〉 to a Q×p -multiple of 〈 , 〉′. Thus, there exists a B ⊗Qp Qp-linear isomorphism
 V ⊗Qp Qp
 ∼=−−→ V ′ ⊗Qp Qp which maps 〈 , 〉 to a Q×p -multiple of 〈 , 〉′. Such a
 pair (V ′, 〈 , 〉′) is classified by H1(Qp,G). Let ξ ∈ H1(Qp,G) be the elementcorresponding to the isomorphism class of (V ′, 〈 , 〉′). Then, G′ is the inner formof G corresponding to the image of ξ under the map H1(Qp,G) −→ H1(Qp,G
 ad).
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 If G is connected, there is a formula that describes ξ by means of b and µ; see [43,Proposition 1.20] and [56, §4.5.2]. In particular, ξ is independent of the choice of x0
 in this case.For L ∈ L , we denote the OB-lattice TpXL,x0 ⊂ V ′ by L′. Then, L ′ = L′ | L ∈
 L is a self-dual multi-chain of OB-lattices of V ′. We denote by K ′L ′ the subgroupof G′ = G′(Qp) consisting of g with gL′ = L′ for every L′ ∈ L ′. It is compact andopen in G′. For an open subgroup K ′ of K ′L ′ , let MK′ be the rigid space over M
 classifying K ′-level structures on XLL∈L . Namely, for a connected rigid space Sover M , a morphism S −→MK′ over M is functorially in bijection with a π1(S, x)-
 invariant K ′-orbit of systems of OB-linear isomorphisms ηL : L′∼=−−→ TpXL,xL∈L
 such that
 – ηL is compatible with respect to L,
 – and ηL maps 〈 , 〉′ to a Q×p -multiple of the alternating bilinear pairing on VpXL,x
 induced from the universal quasi-polarization.
 Here x is a geometric point in S; the set of π1(S, x)-invariant K ′-orbits of ηLL∈L
 is essentially independent of the choice of x. We can easily observe that MK′ is finiteetale over M . If G is connected, MK′ −→ M is surjective. The action of J on Mnaturally lifts to an action on MK′ .
 Varying K ′, we obtain a projective system MK′K′⊂K′L ′
 of etale coverings over
 M . As usual, we can define a Hecke action of G′ on this tower; see [43, 5.34]. Bydefinition, the tower MK′K′ a priori depends on the point x0. However, in fact itis known that MK′K′ depends only on the class ξ ∈ H1(Qp,G) (cf. [43, 5.39]).
 Fix a prime number ` 6= p and consider the compactly supported `-adic coho-mology:
 H ic(MK′) = H i
 c(MK′ ⊗E E,Q`), H ic(Mξ,∞) = lim−→
 K′⊂K′L ′
 H ic(MK′).
 Then, H ic(Mξ,∞) becomes a G′×J-representation. The action of G′ is clearly smooth.
 By [8, Corollaire 4.4.7], the action of J is also smooth. In fact, it is also known thatthe Weil group WE naturally acts on H i
 c(Mξ,∞). These three actions are expectedto be closely related to the local Langlands correspondence (see [38]).
 In the sequel, we will prove the following fundamental finiteness result on therepresentation H i
 c(Mξ,∞).
 Theorem 4.4 Assume that b comes from an abelian variety. Then, for every integeri ≥ 0 and every compact open subgroup K ′ of G′, the K ′-invariant part H i
 c(Mξ,∞)K′
 is finitely generated as a J-representation.
 In the unramified case, this theorem is proved in [8, Proposition 4.4.13]. Thestrategy of our proof is similar. First we will show that M is locally algebraizablein the sense of [32, Definition 3.19]. Fix B and (A0, λ0, ι0) as in Definition 2.4.
 Lemma 4.5 We can replace (A0, λ0, ι0) so that the following conditions are satis-fied:
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 – there exists an order O of B which is contained in ι−10 (End(A0)), stable under
 ∗ and satisfies O ⊗Z Zp = OB.
 – there exists a finite extension F of K0 = FracW (Fp) such that (A0, λ0, ι0) lifts
 to an object (A0, λ0, ι0) over OF .
 Proof. Take a finite extension F of E such that x0 ∈ M(F ). Then, the point
 x0 corresponds to an object (XL, ιL, ρL)L∈L over OF as in Definition 2.2. Let(XL, ιL, ρL)L∈L be the element in M(Fp) that is obtained as the reduction of
 (XL, ιL, ρL)L∈L .Fix L ∈ L such that L ⊂ L∨. There exist an abelian variety A′0 over Fp and a
 p-quasi-isogeny φ : A0 −→ A′0 such that φ[p∞] : A0[p∞] −→ A′0[p∞] can be identifiedwith ρL : X −→ XL. By the conditions (a), (c) in Definition 2.2, there exists aninteger m such that (ρ∨L)−1 pmλ0 ρ−1
 L gives an isogeny XL −→ X∨L of heightlogp #(L∨/L). Consider the quasi-isogeny λ′0 = (φ∨)−1 pmλ0 φ−1 : A′0 −→ A′∨0 .Passing to p-divisible groups, we can easily observe that it is a polarization on A′0.
 On the other hand, let ι′0 be the composite of Bι0−−→ End(A0)⊗ZQ
 (∗)−−→ End(A′0)⊗ZQ,
 where (∗) is the isomorphism induced by φ. Then, by the same way as in the proof ofLemma 3.5, we can observe that (A′0, λ
 ′0, ι′0) satisfies the first condition in the lemma.
 By construction the polarized B-isocrystal associated to (A′0, λ′0, ι′0) is isomorphic to
 Nb. Hence we may replace (A0, λ0, ι0) by (A′0, λ′0, ι′0).
 Finally, by the Serre-Tate theorem we obtain a formal lifting (A0, λ0, ι0) to OFcorresponding to (XL, ιL). The existence of the polarization λ0 tells us that A0 isalgebraizable. This concludes the proof.
 We take (A0, λ0, ι0) and O as in the lemma above, and fix a lift (A0, λ0, ι0) over
 OF . Let I be the algebraic group over Q consisting of O-linear self-quasi-isogeniesof A0 preserving λ0 up to a scalar multiple. The functor of taking p-divisible groupsinduces an injection I(Q) −→ J(Qp).
 We fix an embedding OF −→ C and take the base change (A0,C, λ0,C, ι0,C) of
 (A0, λ0, ι0) under this embedding. We put Λ = H1(A0,C,Z) and W = H1(A0,C,Q).
 The O-action ι0,C on A0,C makes Λ (resp. W ) an O-module (resp. B-module). The
 polarization λ0,C induces a ∗-Hermitian alternating bilinear pairing 〈 , 〉λ0,C: Λ ×
 Λ −→ Z. Clearly we have an isomorphism Λ⊗Z Zp ∼= lim←−(n,p)=1A0[n](Fp) compatible
 with additional structures, where we write Zp = lim←−(n,p)=1Z/nZ.
 We denote by H the algebraic group over Q consisting of B-linear automorphismsof W which preserve 〈 , 〉λ0,C
 up to a scalar multiple. We have a natural injection
 I(Q) −→ H(Apf ), where Ap
 f = Zp ⊗Z Q.
 Remark 4.6 If G is connected, we can also compare V ⊗QpK0 = D(A0[p∞])Q withW ⊗Q K0. By the comparison result between de Rham and crystalline theories (cf.
 [2]), we have a canonical isomorphism V ⊗Qp C ∼= H1(A0,C,Q) ⊗Q C. Therefore,
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 by Steinberg’s theorem H1(K0,G) = 1, we have an isomorphism V ⊗Qp K0∼=
 H1(A0,C,Q) ⊗Q K0 compatible with various additional structures. However, we donot need this result.
 We will use the following moduli space, which is a slight variant of [43, Proposi-tion 6.9].
 Definition 4.7 For a compact open subgroup Kp of H(Apf ), let YKp be the functor
 from the category of OE-schemes to Set that associates S to the set of isomorphismclasses of (A, λ, α) where
 – A = AL is an L -set of O-abelian schemes over S (cf. [43, Definition 6.5];
 recall that we are working on the category of O-abelian schemes up to isogenyof order prime to p) such that for each L ∈ L the determinant condition
 detOS(a; LieAL) = detK(a;V0) in a ∈ O holds,
 – λ is a Q-homogeneous principal polarization of A (cf. [43, Definition 6.7]),
 – and α is a Kp-level structure
 α : H1(A,Apf )
 ∼=−−→ W ⊗Q Apf (mod Kp)
 which is B ⊗Q Apf -linear and preserves the pairings up to (Ap
 f )×-multiplication
 (for the definition of H1(A,Apf ), see [43, 6.8]).
 As in [43, p. 279], we can easily show that the functor YKp is represented by aquasi-projective scheme over OE.
 The difference between [43, Definition 6.9] and this definition is that in our caseL is a self-dual multi-chain of OB-lattices in V , not in W ⊗Q Qp. However, theproof of [43, Theorem 6.23] can be applied to our case without any change, and weobtain the following p-adic uniformization result.
 Proposition 4.8 i) Let YKp be the p-adic completion of YKp . We have a mor-phism of pro-formal schemes over OE:
 Θ: M×H(Apf )/K
 p −→ YKp .
 ii) The group I(Q) is discrete in J(Qp)×H(Apf ).
 iii) If Kp is small enough, the quotient I(Q)\M×H(Apf )/K
 p is a formal scheme. Itis a countable disjoint union of spaces of the form Γ\M, where Γ is a subgroupof J(Qp) of the form (J(Qp)×hKph−1)∩I(Q) with h ∈ H(Ap
 f ). Such a subgroupΓ is torsion-free and discrete in J(Qp).
 iv) Let T be the set of closed subsets of YKp ⊗OE Fp which are the images of irre-ducible components of M×H(Ap
 f )/Kp under Θ. Then, each T ∈ T intersects
 only finitely many members of T .
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 v) The morphism Θ induces an isomorphism of formal schemes over OE:
 Θ: I(Q)\M×H(Apf )/K
 p ∼=−−→ (YKp)/T .
 The target (YKp)/T is the formal completion of YKp along T ; see [43, 6.22] fora precise definition.
 The claim i) is proved in [43, Theorem 6.21] (under the setting therein). The re-maining statements are found in [43, Theorem 6.23] and its proof.
 By the same argument as in the proof of [8, Corollaire 3.1.4], we obtain thefollowing algebraization result.
 Corollary 4.9 For every quasi-compact open formal subscheme U of M, we canfind a compact open subgroup Kp of H(Ap
 f ) and a locally closed subscheme Z of
 YKp ⊗OE Fp such that U is isomorphic to the formal completion of YKp along Z. Inparticular, M is locally algebraizable in the sense of [32, Definition 3.19].
 Next we consider level structures at p. We write YKp,η for the generic fiber
 YKp ⊗OE E, and A = AL the universal L -set of O-abelian schemes over YKp,η.For an open subgroup K ′ ⊂ K ′L ′ , consider a K ′-level structure
 L′∼=−−→ TpAL (modK ′)L∈L
 (the definition is similar as that in the definition of MK′). Let YK′Kp,η be the schemeclassifying such level structures, which is finite etale over YKp,η.
 The following corollary follows directly from the proof of [8, Corollaire 3.1.4]:
 Corollary 4.10 Let U be a quasi-compact open formal subscheme of M, and K ′
 be an open subgroup of K ′L ′ . Put U = t(U)η and denote by UK′ the inverse image ofU under MK′ −→ M . The locally closed subscheme Z of YKp ⊗OE Fp in Corollary4.9 can be taken so that we have the following cartesian diagram:
 UK′ //
 (YK′Kp,η)ad
 U∼= // t((YKp)/Z)η
 ⊂open
 // (YKp,η)ad.
 Here (−)ad denotes the associated adic space, and (−)/Z the formal completion alongZ.
 Corollary 4.11 Let the setting as in Corollary 4.10. Then, H ic(UK′ ⊗E E,Q`) is a
 finite-dimensional Q`-vector space.
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 Proof. By Zariski’s main theorem, there exists a scheme YK′Kp finite over YKp thatcontains YK′Kp,η as a dense open subscheme. Since YK′Kp,η is finite over YKp,η, weconclude that the generic fiber of YK′Kp coincides with YK′Kp,η. We write Z ′ forthe inverse image of Z under YK′Kp −→ YKp . Then, by Corollary 4.10, we havean isomorphism UK′ ∼= t((YK′Kp)/Z′)η. Thus the finiteness follows from [17, Lemma3.13 i)], [16, Corollary 2.11] and [18, Lemma 3.3 (ii)].
 Now we can give a proof of Theorem 4.4.
 Proof of Theorem 4.4. The proof is similar as that of [8, Proposition 4.4.13] (seealso [30, §5]). We include it for the sake of completeness.
 Recall that every J-submodule of a finitely generated smooth J-representationis again finitely generated. If J is connected, this result is found in [1, Remarque3.12]; the general case is immediately reduced to the connected case. In particularwe may assume that K ′ ⊂ K ′L . In this case, we have H i
 c(Mξ,∞)K′
 = H ic(MK′). We
 will show that it is finitely generated as a J-representation.For simplicity, write I = Irr(M). For α ∈ I, put Uα = M \
 ⋃β∈I,α∩β=∅ β.
 It is a quasi-compact open subscheme of M. Note that there exists only finitelymany β ∈ I with Uα ∩ Uβ 6= ∅ (cf. [30, Corollary 5.2]). Let Uα be the open formalsubscheme of M satisfying (Uα)red = Uα, and Uα the rigid generic fiber of Uα. Theinverse image Uα,K′ of Uα under MK′ −→ M gives an open covering Uα,K′α∈I ofMK′ . For h ∈ J , we have hUα,K′ = Uhα,K′ .
 For a finite non-empty subset α = α1, . . . , αm of I, we put Uα,K′ =⋂mj=1 Uαj ,K′ .
 By Corollary 4.11 for⋂mj=1 Uαj , H i
 c(Uα,K′) = H ic(Uα,K′⊗EE,Q`) is a finite-dimensional
 Q`-vector space. Put Jα = h ∈ J | hα = α. By Corollary 4.3 i), Jα is a compactopen subgroup of J . It acts smoothly on H i
 c(Uα,K′).For an integer s ≥ 1, let Is be the set of subsets α ⊂ I such that #α = s
 and Uα,K′ 6= ∅. Note that there exists an integer N such that Is = ∅ for s > N .Indeed, by Theorem 2.6, we can take a finite system of representatives α1, . . . , αk ofJ\ Irr(M); then we may take N as the maximum of #β ∈ Irr(M) | Uαj ∩Uβ 6= ∅for 1 ≤ j ≤ k.
 The group J naturally acts on Is. We will observe that this action has finiteorbits. Let I∼s be the subset of Is consisting of (α1, . . . , αs) such that α1, . . . , αsare mutually disjoint and Uα1,...,αs,K′ 6= ∅. As we have a J-equivariant surjectionI∼s −→ Is; (α1, . . . , αs) 7−→ α1, . . . , αs, it suffices to show that the action of Jon I∼s has finite orbits. Consider the first projection I∼s −→ I, which is obviouslyJ-equivariant. The fiber of this map is finite, since for each α ∈ I there exist onlyfinitely many β ∈ I such that Uα,K′ ∩ Uβ,K′ 6= ∅. On the other hand, by Theorem2.6, the action of J on I has finite orbits. Hence the action of J on I∼s also has finiteorbits, as desired. For each s ≥ 1, we fix a system of representatives αs,1, . . . , αs,ksof J\Is.
 Consider the Cech spectral sequence
 E−s,t1 =⊕α∈Is+1
 H tc(Uα,K′) =⇒ H−s+tc (MK′)
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 with respect to the covering Uα,K′α∈I . This spectral sequence is J-equivariant,
 and we can easily see that E−s,t1∼=
 ⊕ksj=1 c-IndJJαs,j H
 tc(Uαs,j ,K′) as J-representations.
 The right hand side is obviously finitely generated. Thus so are the E1-terms.Hence, by the property of finitely generated smooth J-representations recalled atthe beginning of the proof, we may conclude that H i
 c(MK′) is finitely generated asa J-representation for every i.
 4.2 Stronger finiteness of `-adic cohomology of the basicRapoport-Zink tower for GSp2n
 As in Section 2.2, let D = Qp2 [Π] be a quaternion division algebra over Qp and ∗ aninvolution on D defined by Π∗ = Π and a∗ = σ(a) for every a ∈ Qp2 . We write ODfor the maximal order of D.
 Let us fix an integer n ≥ 1. We consider non-degenerate alternating bilinearpairings
 – 〈 , 〉 : Q2np ×Q2n
 p −→ Qp; 〈(xi), (yi)〉 =∑n
 i=1(x2i−1y2i − x2iy2i−1), and
 – 〈 , 〉D : Dn ×Dn −→ Qp; 〈(di), (d′i)〉D =∑n
 i=1 Trd(εd∗i d′i),
 where ε is an element of Z×p2 satisfying σ(ε) = −ε. Note that the lattice Z2np is self-
 dual with respect to 〈 , 〉, and the dual with respect to 〈 , 〉D of the lattice OnD ⊂ Dn
 is equal to Π−1OnD. Let GSp2n denote the symplectic similitude group attached to(Q2n
 p , 〈 , 〉), and GU(n,D) denote the quaternion unitary similitude group attachedto (Dn, 〈 , 〉D). We fix an isomorphism between (Q2n
 p ⊗Qp Qp2 , 〈 , 〉) and the objectattached to (Dn ⊗Qp Qp2 , 〈 , 〉D) by the equivalence in Lemma 2.10 i). It gives rise
 to an inner twist ψ : GU(n,D)⊗Qp Qp2
 ∼=−−→ GSp2n ⊗Qp Qp2 (see Remark 2.11 ii)).
 We consider the Rapoport-Zink datum
 D = (Qp,Zp, id,Q2np , 〈 , 〉, pmZ2n
 p m∈Z, b, µ),
 where
 – b is an element of GSp2n(K0) such that the polarized Qp-isocrystal Nb is iso-morphic to D(E0[p∞]⊕n)Q, where E0 is a supersingular elliptic curve over Fpendowed with the standard polarization,
 – and µ : Gm −→ GSp2n is the cocharacter given by µ(z) = diag(z, 1, . . . , z, 1).
 Under the equivalence in Lemma 2.10 ii), the p-polarized Qp-isocrystal Nb corre-sponds to the p2-polarized D-isocrystal Np attached to a central element p ∈ K×0 ⊂GU(n,D)(K0) (we can check it by using Remark 2.13 and Lemma 2.14). Hence thealgebraic group J in Section 2.1 is identified with GU(n,D). We also write GU(n,D)for the group J(Qp) of Qp-valued points.
 We denote by M the Rapoport-Zink space attached to D. As in the previ-ous subsection, we can construct the Rapoport-Zink tower MKK , where K runsthrough enough small compact open subgroups of GSp2n(Qp). We call it the basic
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 Rapoport-Zink tower for GSp2n. Note that H1(Qp,GSp2n) = 1 implies that ξ = 1and G′ = GSp2n. Therefore, the compactly supported `-adic cohomology
 H ic(M∞) = lim−→
 K
 H ic(MK ⊗Qp Qp,Q`)
 is endowed with a smooth action of GSp2n(Qp)×GU(n,D).We also introduce another Rapoport-Zink tower, which is dual to MKK . Con-
 sider the Rapoport-Zink datum
 D = (D,OD, ∗, Dn, 〈 , 〉D, ΠmOnDm∈Z, b, µ),
 where
 – b is an element of GU(n,D)(K0) such that the polarized D-isocrystal Nb isisomorphic to N⊕n0,1 , where N0,1 is the simple polarized D-isocrystal of type(0, 1) introduced in Definition 2.15,
 – and µ : Gm −→ GU(n,D)⊗Qp K0 is the cocharacter given by the composite of
 Gmµ−−→ GSp2n⊗QpK0
 ψ−1
 −−→∼= GU(n,D)⊗Qp K0.
 By Lemma 2.10 ii), the algebraic group J attached to this Rapoport-Zink datum isidentified with GSp2n.
 We denote by M the Rapoport-Zink space attached to D, and by MHH theRapoport-Zink tower lying over t(M)η. Here H runs through enough small compactopen subgroups of GU(n,D). Note that H1(Qp,GU(n,D)) = 1 implies that ξ =1 and G′ = GU(n,D) in this case. Therefore, the compactly supported `-adiccohomology
 H ic(M∞) = lim−→
 H
 H ic(MH ⊗Qp Qp,Q`)
 is endowed with a smooth action of GSp2n(Qp)×GU(n,D).The following theorem is a consequence of the duality isomorphism proved in
 [24], [5] and [49]:
 Theorem 4.12 We have a GSp2n(Qp)×GU(n,D)-equivariant isomorphism
 H ic(M∞) ∼= H i
 c(M∞).
 Proof. For b′ ∈ GSp2n(K0) and a cocharacter µ′ : Gm −→ GSp2n,K0, one can con-
 struct a locally spatial diamond M(b′, µ′) over Cp (see [24, Definition 4.8.3], [5,Theorem 3.3], [49, §23.1]). We briefly recall the construction of it. For a per-fectoid Cp-algebra R with tilt R[, the Fargues-Fontaine curve XR[ and a Cartierdivisor DR −→ XR[ are naturally attached. Each element b′′ ∈ GSp2n(K0) de-termines a GSp2n-bundle Eb′′ on XR[ . The diamond M(b′, µ′) is the sheafificationof the functor that attaches a perfectoid affinoid Spa(R,R+) over Cp to the set
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 of isomorphism classes of modifications Eb′ |XR[\DR
 ∼=−−→ E1|XR[\DR which are fiber-
 wise bounded by µ′. It is equipped with an action of GSp2n(Qp) × Jb′(Qp), whereJb′ denotes the algebraic group of automorphisms of the polarized Qp-isocrystalNb′ . If (b′, µ′) = (b, µ), M(b, µ) is known to be a perfectoid space, which is char-acterized by the property M(b, µ) ∼ lim←−KMK ⊗Qp Cp (see [49, Corollary 24.3.5]).
 Let φ be the cocharacter Gm −→ GSp2n; z 7−→ diag(z, . . . , z) and consider thecase (b′, µ′) = (p−1b, φ−1µ). By definition, it is easy to observe that there exists
 a modification Eb|XR[\DR
 ∼=−−→ Ep−1b|XR[\DR with relative position φ. This gives an
 isomorphism M(b, µ) ∼= M(p−1b, φ−1µ), which is GSp2n(Qp)×GU(n,D)-equivariantunder the identification GU(n,D) ∼= Jb = Jp−1b. Since φ−1µ is conjugate to µ−1, weobtain an isomorphism M(b, µ) ∼= M(p−1b, µ−1). By similar construction, we alsohave a perfectoid space M(b, µ) equipped with an action of GSp2n(Qp)×GU(n,D),which is characterized by the property M(b, µ) ∼ lim←−H MH ⊗Qp Cp.
 As in the proof of Lemma 2.14, for an algebraic group G over Qp, we writeB(G) for the set of σ-conjugacy classes in G(K0). For g ∈ G(K0), we write [g]for the σ-conjugacy class of g. By Lemma 2.10 ii) and Remark 2.11 i), we have
 a bijection B(GU(n,D))∼=−−→ B(GSp2n) characterized by the following property:
 an element [b1] ∈ B(GU(n,D)) is mapped to [b0] ∈ B(GSp2n) if the polarized D-isocrystal Nb1 corresponds to the polarized Qp-isocrystal Nb0 under the equivalencein Lemma 2.10 ii). We can easily check that it coincides with the bijection in [5,§5.1] for (G, b) = (GU(n,D), b). Further, by using Remark 2.13 and Lemma 2.14,we can observe that the image of [1] ∈ B(GU(n,D)) is equal to [p−1b] ∈ B(GSp2n).Therefore, the duality isomorphism (see [24, Proposition 4.9.1], [5, §5.1] and [49,Corollary 23.2.3]) tells us that there exists a GSp2n(Qp) × GU(n,D)-equivariantisomorphism M(p−1b, µ−1) ∼= M(b, µ). Hence we have M(b, µ) ∼= M(b, µ). Togetherwith [44, Proposition 5.4 (iii)], we obtain
 H ic(M∞) ∼= H i
 c(M(b, µ),Q`)sm ∼= H i
 c(M(b, µ),Q`)sm ∼= H i
 c(M∞),
 where (−)sm denotes the GSp2n(Qp) × GU(n,D)-smooth part. This concludes theproof.
 Together with Theorem 4.4, we obtain the following corollary.
 Corollary 4.13 For every i ≥ 0, the GSp2n(Qp)×GU(n,D)-representationH ic(M∞)
 satisfies the following:
 i) For every compact open subgroup K of GSp2n(Qp), Hic(M∞)K is a finitely
 generated GU(n,D)-representation.
 ii) For every compact open subgroup H of GU(n,D), H ic(M∞)H is a finitely gen-
 erated GSp2n(Qp)-representation.
 Proof. Note that b comes from an abelian variety by definition, and b comes from anabelian variety by Proposition 2.9. Therefore i) is a direct consequence of Theorem4.4, and ii) follows from Theorem 4.4 and Theorem 4.12.
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 We denote by Dc the convolution algebra of distributions on GSp2n(Qp) withcompact support. For a compact open subgroup K of GSp2n(Qp), the idempotenteK of Dc is naturally attached. For a (left or right) Dc-module V , we put V Dc-sm =lim−→K
 eKV , where K runs through compact open subgroups of GSp2n(Qp). It is asmooth representation of GSp2n(Qp).
 Let i, r ≥ 0 be integers. For an irreducible smooth representation ρ of GU(n,D),we consider the rth Ext group ExtrGU(n,D)(H
 ic(M∞), ρ) in the category of smooth
 GU(n,D)-representations. Since a smooth representation of GSp2n(Qp) can be re-garded as a left Dc-module, ExtrGU(n,D)(H
 ic(M∞), ρ) carries a right Dc-module struc-
 ture. Hence we can consider ExtrGU(n,D)(Hic(M∞), ρ)Dc-sm, which is a smooth repre-
 sentation of GSp2n(Qp). If r = 0, we can verify that HomGU(n,D)(Hic(M∞), ρ)Dc-sm =
 HomGU(n,D)(Hic(M∞), ρ)sm, where (−)sm denotes the set of GSp2n(Qp)-smooth vec-
 tors.The main result of this subsection is the following:
 Theorem 4.14 For every integers i, r ≥ 0 and every irreducible smooth representa-tion ρ of GU(n,D), the GSp2n(Qp)-representation ExtrGU(n,D)(H
 ic(M∞), ρ)Dc-sm has
 finite length. In particular, the GSp2n(Qp)-representation HomGU(n,D)(Hic(M∞), ρ)sm
 has finite length.
 We deduce Theorem 4.14 from Corollary 4.13 by using the theory of the Bern-stein decomposition (cf. [1], [40, Chapitre VI]). To introduce some notation, let usconsider a general connected reductive group G over Qp. We put G = G(Qp). LetRep(G) be the category of smooth representations of G, Ω(G) the set of equivalenceclasses of cuspidal data (cf. [40, Definition VI.5.2]), and B(G) the set of connectedcomponents of Ω(G). For an element s ∈ B(G), the subcategory Rep(G)s of Rep(G)is naturally attached and the category Rep(G) is decomposed into the direct product∏
 s∈B(G) Rep(G)s.Here we say that a compact open subgroup K of G is nice if it is a normal
 subgroup of a special maximal compact subgroup and has the Iwahori decompo-sition. Such subgroups form a system of fundamental neighborhoods of the unitin G (see [40, Theoreme V.5.2]). For a nice compact open subgroup K of G, wedenote by Rep(G)K the subcategory of Rep(G) consisting of smooth representa-tions (π, V ) such that V is generated by V K . Then, the functor V 7−→ V K givesan equivalence between Rep(G)K and the category of (unital) H(G,K)-modules,where H(G,K) denotes the Hecke algebra consisting of bi-K-invariant compactlysupported functions on G (see [40, Proposition VI.10.6 (ii)]). Further, there existsa finite subset B(G)K of B(G) such that Rep(G)K =
 ∏s∈B(G)K
 Rep(G)s (see [40,
 Proposition VI.10.6 (i)]).Let us begin a proof of Theorem 4.14. We put G = GSp2n(Qp), J = GU(n,D)
 and V = H ic(M∞) for simplicity. First we take a nice compact open subgroup H
 of J such that ρH 6= 0. Then we have a decomposition Rep(J) = Rep(J)H ×∏s∈B(J)\B(J)H
 Rep(G)s. Let V = V0 ⊕ V1 be the corresponding decomposition.Clearly the J-subrepresentation V0 ⊂ V is also stable under the action of G. As
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 ρ ∈ Rep(J)H , we have ExtrJ(V, ρ) = ExtrJ(V0, ρ) = ExtrH(J,H)(VH
 0 , ρH). By Corollary
 4.13, V H is a finitely generated G-module. Therefore, the direct factor V H0 is also a
 finitely generated G-module. Therefore we may take a nice compact open subgroupK of G such that V H
 0 ∈ Rep(G)K . We need the following lemma:
 Lemma 4.15 Under the notation as above, ExtrJ(V, ρ)Dc-sm lies in the categoryRep(G)K .
 Proof. For simplicity, we put R = H(J,H). The vector space V H0 has commuting
 actions of G and R. We will call such structure a (G,R)-module. First we will provethat there exists a surjection P − V H
 0 of (G,R)-modules from a (G,R)-module Pwhich lies in Rep(G)K as a G-module and is projective as an R-module. Take anarbitrary surjection of R-modules ϕ : Q − V H
 0 from a free R-module Q. Put Q′ =H(G) ⊗C Q, where H(G) denotes the set of locally constant compactly supportedfunctions on G. It has a structure of a (G,R)-module; the G-action is given bythe left translation on H(G). Moreover, Q′ lies in Rep(G) as a G-module and isprojective as an R-module. Define a map Q′ −→ V H
 0 by f ⊗ x 7−→∫Gf(g)gϕ(x)dg.
 It is easy to see that this map is a surjection of (G,R)-modules. Let P be theRep(G)K-part of Q′. Obviously P is a direct factor of Q′ in the category of (G,R)-modules, and therefore it is projective as an R-module. The map P −→ V H
 0 inducedfrom Q′ −→ V H
 0 gives a desired surjection.As the kernel of this surjection is again a (G,R)-module belonging to Rep(G)K
 as a G-module, we can repeat this construction and obtain a resolution P• −→ V H0 .
 Let K ′ be an arbitrary compact open subgroup of G. Since the functor W 7−→ eK′Wfrom the category of Dc-modules to the category of C-vector spaces is exact, we have
 eK′ ExtrJ(V, ρ) = eK′ ExtrR(V H0 , ρH) = eK′H
 r(HomR(P•, ρH))
 = Hr(eK′ HomR(P•, ρH)) = Hr(HomR(P•, ρ
 H)K′).
 By taking the inductive limit, we have ExtrJ(V, ρ)Dc-sm = Hr(HomR(P•, ρH)sm).
 Therefore it suffices to show that HomR(Pj, ρH)sm lies in Rep(G)K for each j. Since
 ρ is an admissible representation of J , as G-representations we have
 HomR(Pj, ρH)sm ⊂ HomC(Pj, ρ
 H)sm ∼= (P∨j )dimC ρH
 ,
 where (−)∨ denotes the contragredient. By [40, Proposition VI.10.6 (iii)], P∨j lies inRep(G)K , hence HomR(Pj, ρ
 H)sm also lies in Rep(G)K . This concludes the proof.
 Now we can give a proof of Theorem 4.14. By a similar method as in the proofof [31, Lemma 3.1], we can show that
 (ExtrJ(V, ρ)Dc-sm)K′= eK′ ExtrJ(V, ρ) ∼= ExtrJ(V K′ , ρ)
 is finite-dimensional for every compact open subgroup K ′ of G. This implies thatExtrJ(V, ρ)Dc-sm is admissible. On the other hand, by Lemma 4.15, we know thatExtrJ(V, ρ)Dc-sm is generated by ExtrJ(V K , ρ). In particular ExtrJ(V, ρ)Dc-sm is finitelygenerated. Therefore, [40, Theoreme VI.6.3] tells us that the G-representationExtrJ(V, ρ)Dc-sm has finite length. This completes the proof.
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 Remark 4.16 The same argument works well if one switches the roles of GSp2n
 and GU(n,D). Therefore, for an irreducible smooth representation π of GSp2n(Qp),the GU(n,D)-representation ExtrGSp2n(Qp)(H
 ic(M∞), π)Dc-sm has finite length, where
 in this case Dc denotes the convolution algebra of distributions on GU(n,D) withcompact support.
 Acknowledgment This work was supported by JSPS KAKENHI Grant Numbers24740019, 15H03605.
 References
 [1] J. N. Bernstein, Le “centre” de Bernstein, Representations of reductive groupsover a local field, Travaux en Cours, Hermann, Paris, 1984, Edited by P.Deligne, pp. 1–32.
 [2] P. Berthelot and A. Ogus, F -isocrystals and de Rham cohomology. I, Invent.Math. 72 (1983), no. 2, 159–199.
 [3] P. Boyer, Monodromie du faisceau pervers des cycles evanescents de quelquesvarietes de Shimura simples, Invent. Math. 177 (2009), no. 2, 239–280.
 [4] H. Carayol, Nonabelian Lubin-Tate theory, Automorphic forms, Shimura vari-eties, and L-functions, Vol. II (Ann Arbor, MI, 1988), Perspect. Math., vol. 11,Academic Press, Boston, MA, 1990, pp. 15–39.
 [5] M. Chen, L. Fargues, and X. Shen, On the structure of some p-adic perioddomains, arXiv:1710.06935, 2017.
 [6] J.-F. Dat, On the K0 of a p-adic group, Invent. Math. 140 (2000), no. 1, 171–226.
 [7] , Theorie de Lubin-Tate non-abelienne et representations elliptiques,Invent. Math. 169 (2007), no. 1, 75–152.
 [8] L. Fargues, Cohomologie des espaces de modules de groupes p-divisibles et corre-spondances de Langlands locales, Asterisque (2004), no. 291, 1–199, Varietes deShimura, espaces de Rapoport-Zink et correspondances de Langlands locales.
 [9] A. Grothendieck and J. Dieudonne, Elements de geometrie algebrique, Inst.Hautes Etudes Sci. Publ. Math. (1961–1967), no. 4, 8, 11, 17, 20, 24, 28, 32.
 [10] M. Harris, Supercuspidal representations in the cohomology of Drinfel′d upperhalf spaces; elaboration of Carayol’s program, Invent. Math. 129 (1997), no. 1,75–119.
 [11] M. Hochster, Prime ideal structure in commutative rings, Trans. Amer. Math.Soc. 142 (1969), 43–60.
 [12] B. Howard and G. Pappas, On the supersingular locus of the GU(2, 2) Shimuravariety, Algebra Number Theory 8 (2014), no. 7, 1659–1699.
 [13] M. Harris and R. Taylor, The geometry and cohomology of some simple Shimuravarieties, Annals of Mathematics Studies, vol. 151, Princeton University Press,Princeton, NJ, 2001, With an appendix by Vladimir G. Berkovich.
 39

Page 40
                        
                        

Yoichi Mieda
 [14] R. Huber, A generalization of formal schemes and rigid analytic varieties,Math. Z. 217 (1994), no. 4, 513–551.
 [15] , Etale cohomology of rigid analytic varieties and adic spaces, Aspectsof Mathematics, E30, Friedr. Vieweg & Sohn, Braunschweig, 1996.
 [16] , A finiteness result for the compactly supported cohomology of rigidanalytic varieties, J. Algebraic Geom. 7 (1998), no. 2, 313–357.
 [17] , A finiteness result for direct image sheaves on the etale site of rigidanalytic varieties, J. Algebraic Geom. 7 (1998), no. 2, 359–403.
 [18] , A comparison theorem for l-adic cohomology, Compositio Math. 112(1998), no. 2, 217–235.
 [19] N. M. Katz, Slope filtration of F -crystals, Journees de Geometrie Algebriquede Rennes (Rennes, 1978), Vol. I, Asterisque, vol. 63, Soc. Math. France, Paris,1979, pp. 113–163.
 [20] R. E. Kottwitz, Isocrystals with additional structure, Compositio Math. 56(1985), no. 2, 201–220.
 [21] , Points on some Shimura varieties over finite fields, J. Amer. Math.Soc. 5 (1992), no. 2, 373–444.
 [22] , Isocrystals with additional structure. II, Compositio Math. 109 (1997),no. 3, 255–339.
 [23] A. Kret, The trace formula and the existence of PEL type Abelian varietiesmodulo p, preprint, arXiv:1209.0264, 2012.
 [24] T. Kaletha and J. Weinstein, On the Kottwitz conjecture for local Shimuravarieties, arXiv:1709.06651, 2017.
 [25] K.-W. Lan, Arithmetic compactifications of PEL-type Shimura varieties, Lon-don Mathematical Society Monographs, vol. 36, Princeton University Press,Princeton, 2013.
 [26] Yu. I. Manin, Theory of commutative formal groups over fields of finite char-acteristic, Uspehi Mat. Nauk 18 (1963), no. 6 (114), 3–90.
 [27] E. Mantovan, On certain unitary group Shimura varieties, Asterisque (2004),no. 291, 201–331, Varietes de Shimura, espaces de Rapoport-Zink et correspon-dances de Langlands locales.
 [28] , On the cohomology of certain PEL-type Shimura varieties, Duke Math.J. 129 (2005), no. 3, 573–610.
 [29] D. Mumford, J. Fogarty, and F. Kirwan, Geometric invariant theory, third ed.,Ergebnisse der Mathematik und ihrer Grenzgebiete (2), vol. 34, Springer-Verlag,Berlin, 1994.
 [30] Y. Mieda, Lefschetz trace formula and `-adic cohomology of Rapoport-Zinktower for GSp(4), preprint, arXiv:1212.4922, 2012.
 [31] , Geometric approach to the local Jacquet-Langlands correspondence,Amer. J. Math. 136 (2014), no. 4, 1067–1091.
 40

Page 41
                        
                        

On irreducible components of Rapoport-Zink spaces
 [32] , Variants of formal nearby cycles, J. Inst. Math. Jussieu 13 (2014),no. 4, 701–752.
 [33] , Zelevinsky involution and `-adic cohomology of the Rapoport-Zinktower, preprint, arXiv:1401.5135, 2014.
 [34] D. Mumford, Abelian varieties, Tata Institute of Fundamental Research Stud-ies in Mathematics, No. 5, Published for the Tata Institute of FundamentalResearch, Bombay, 1970.
 [35] F. Oort, Newton polygons and formal groups: conjectures by Manin andGrothendieck, Ann. of Math. (2) 152 (2000), no. 1, 183–206.
 [36] , Foliations in moduli spaces of abelian varieties, J. Amer. Math. Soc.17 (2004), no. 2, 267–296 (electronic).
 [37] F. Oort and Th. Zink, Families of p-divisible groups with constant Newtonpolygon, Doc. Math. 7 (2002), 183–201 (electronic).
 [38] M. Rapoport, Non-Archimedean period domains, Proceedings of the Interna-tional Congress of Mathematicians, Vol. 1, 2 (Zurich, 1994) (Basel), Birkhauser,1995, pp. 423–434.
 [39] I. Reiner, Maximal orders, London Mathematical Society Monographs. NewSeries, vol. 28, The Clarendon Press Oxford University Press, Oxford, 2003,Corrected reprint of the 1975 original, With a foreword by M. J. Taylor.
 [40] D. Renard, Representations des groupes reductifs p-adiques, Cours Specialises,vol. 17, Societe Mathematique de France, Paris, 2010.
 [41] M. Rapoport and M. Richartz, On the classification and specialization of F -isocrystals with additional structure, Compositio Math. 103 (1996), no. 2, 153–181.
 [42] M. Rapoport, U. Terstiege, and S. Wilson, The supersingular locus of theShimura variety for GU(1, n− 1) over a ramified prime, Math. Z. 276 (2014),no. 3-4, 1165–1188.
 [43] M. Rapoport and Th. Zink, Period spaces for p-divisible groups, Annals ofMathematics Studies, vol. 141, Princeton University Press, Princeton, NJ, 1996.
 [44] P. Scholze, Perfectoid spaces: a survey, Current developments in mathematics2012, Int. Press, Somerville, MA, 2013, pp. 193–227.
 [45] S. W. Shin, Counting points on Igusa varieties, Duke Math. J. 146 (2009),no. 3, 509–568.
 [46] , On the cohomology of Rapoport-Zink spaces of EL-type, Amer. J. Math.134 (2012), no. 2, 407–452.
 [47] P. Schneider and U. Stuhler, Representation theory and sheaves on the Bruhat-Tits building, Inst. Hautes Etudes Sci. Publ. Math. (1997), no. 85, 97–191.
 [48] P. Scholze and S. W. Shin, On the cohomology of compact unitary group Shimuravarieties at ramified split places, J. Amer. Math. Soc. 26 (2013), no. 1, 261–294.
 [49] P. Scholze and J. Weinstein, Berkeley lectures on p-adic geometry, preprint,http://www.math.uni-bonn.de/people/scholze/Berkeley.pdf, 2017.
 41

Page 42
                        
                        

Yoichi Mieda
 [50] J. Tate, Classes d’isogenie des varietes abeliennes sur un corps fini (d’apres T.Honda), Seminaire Bourbaki. Vol. 1968/69: Exposes 347–363, Lecture Notesin Math., vol. 175, Springer, Berlin, 1971, pp. Exp. No. 352, 95–110.
 [51] A. Vasiu, Manin problems for Shimura varieties of Hodge type, J. RamanujanMath. Soc. 26 (2011), no. 1, 31–84.
 [52] E. Viehmann, Moduli spaces of p-divisible groups, J. Algebraic Geom. 17 (2008),no. 2, 341–374.
 [53] , The global structure of moduli spaces of polarized p-divisible groups,Doc. Math. 13 (2008), 825–852.
 [54] I. Vollaard and T. Wedhorn, The supersingular locus of the Shimura variety ofGU(1, n− 1) II, Invent. Math. 184 (2011), no. 3, 591–627.
 [55] E. Viehmann and T. Wedhorn, Ekedahl-Oort and Newton strata for Shimuravarieties of PEL type, Math. Ann. 356 (2013), no. 4, 1493–1550.
 [56] J.-P. Wintenberger, Proprietes du groupe tannakien des structures de Hodgep-adiques et torseur entre cohomologies cristalline et etale, Ann. Inst. Fourier(Grenoble) 47 (1997), no. 5, 1289–1334.
 [57] Th. Zink, On the slope filtration, Duke Math. J. 109 (2001), no. 1, 79–95.
 42



			
LOAD MORE        

            

    

    
    
        
        
        

                

        
                                                
                                    
                        
                            
                                                            
                                                        
                        

                        NAB's Irreducible Core

                    

                                                                
                        
                            
                                                            
                                                        
                        

                        pdfs.semanticscholar.org€¦ · ON NON-BASIC RAPOPORT-ZINK SPACES ELENA MANTOVAN Abstract. In this paper we study certain moduli spaces of Barsotti-Tate groups constructed by Rapoport

                    

                                    

                                                                
                                    
                        
                            
                                                            
                                                        
                        

                        BERNARD AND AUDRE RAPOPORT L’Taken

                    

                                                                
                        
                            
                                                            
                                                        
                        

                        Two Person.game.Theory Rapoport

                    

                                    

                                                                
                                    
                        
                            
                                                            
                                                        
                        

                        RAPOPORT-ZINK UNIFORMISATION OF HODGE-TYPE SHIMURA … · RAPOPORT-ZINK UNIFORMISATION OF HODGE-TYPE SHIMURA VARIETIES 3 At this stage, one can repeat the proof of Theorems 6.21 and

                    

                                                                
                        
                            
                                                            
                                                        
                        

                        Beine Docquier Rapoport 2008

                    

                                    

                                                                
                                    
                        
                            
                                                            
                                                        
                        

                        Burt Rapoport Named Ultimate CEO

                    

                                                                
                        
                            
                                                            
                                                        
                        

                        Fontaine Zink

                    

                                    

                                                                
                                    
                        
                            
                                                            
                                                        
                        

                        Irreducible Water

                    

                                                                
                        
                            
                                                            
                                                        
                        

                        Amos Rapoport

                    

                                    

                                                                
                                    
                        
                            
                                                            

                                                        
                        

                        Le morphisme déterminant pour les espaces de modules de ... · Résumé. Soit M˘ un espace de modules de groupes p-divisibles introduit par Rapoport et Zink. ... Yichao Tian, Jilong

                    

                                                                
                        
                            
                                                            

                                                        
                        

                        Zink Community Forum Speech

                    

                                    

                                                                
                                    
                        
                            
                                                            

                                                        
                        

                        Irreducible Component 2

                    

                                                                
                        
                            
                                                            

                                                        
                        

                        Dan Rapoport Portfolio 2013

                    

                                    

                                                                
                                    
                        
                            
                                                            

                                                        
                        

                        Ageing of Zink Alloys

                    

                                                                
                        
                            
                                                            

                                                        
                        

                        Remove Zink seek.com

                    

                                    

                                                                
                                    
                        
                            
                                                            

                                                        
                        

                        2.4 Irreducible Matrices

                    

                                                                
                        
                            
                                                            

                                                        
                        

                        Zink Eyewear E100C

                    

                                    

                                                                
                                    
                        
                            
                                                            

                                                        
                        

                        On irreducible components of Rapoport-Zink spacesmieda/pdf/RZ-irr-comp.pdf · 2018-04-20 · On irreducible components of Rapoport-Zink spaces Yoichi Mieda Abstract. Under a mild

                    

                                                                
                        
                            
                                                            

                                                        
                        

                        Michelle Zink - Tűzkör.pdf

                    

                                    

                                    

        

        
    


















    
        
            
                Languages

                	English
	Français
	Español
	Deutsch
	Portuguese
	Indonesian


            

            
                	Italian
	Romanian
	Malaysian
	Greek
	Dutch
	Polish


            

            
                Pages

                	Categories
	About us
	Contact us


            

            
                Legal

                	Term
	DMCA
	Cookie policy
	Privacy Policy


            

        


        


        
            Copyright © 2022 FDOCUMENTS

        

            











    

