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            1 Comparative Evaluation of Moving Shadow Detection Algorithms Andrea Prati * 1,2 , Ivana Miki´ c 2 , Rita Cucchiara 1 , Mohan M. Trivedi 2 Abstract—Moving shadows need careful consideration in the development of robust dynamic scene analysis systems. Moving shadow detection is critical for accurate object de- tection in video streams, since shadow points are often mis- classified as object points causing errors in segmentation and tracking. Many algorithms have been proposed in the lit- erature that deal with shadows. However, a comparative evaluation of the existing approaches is still lacking. In this paper, the full range of problems underlying the shadow detection are identified and discussed. We present a com- prehensive survey of moving shadow detection approaches. We organize contributions reported in the literature in four classes. We also present a comparative empirical evaluation of representative algorithms selected from these four classes. Quantitative (detection and discrimination accuracy) and qualitative metrics (scene and object independence, flexibil- ity to shadow situations and robustness to noise) are pro- posed to evaluate these classes of algorithms on a benchmark suite of indoor and outdoor video sequences. These video se- quences and associated “ground-truth” data are made avail- able at http://cvrr.ucsd.edu:88/aton/shadow to allow for others in the community to experiment with new algorithms and metrics. Keywords— Shadow detection, performance evaluation, dynamic scene analysis, object detection, tracking, segmen- tation, traffic scene analysis, visual surveillance I. I NTRODUCTION Detection and tracking of moving objects is at the core of many applications dealing with image se- quences. One of the main challenges in these appli- cations is identifying shadows which objects cast and which move along with them in the scene. Shadows cause serious problems while segmenting and ex- tracting moving objects, due to the misclassification of shadow points as foreground. Shadows can cause object merging, object shape distortion and even ob- * Corresponding author. 1 Dipartimento di Scienze dell’Ingegneria, Universit` a di Mod- ena e Reggio Emilia, Via Vignolese, 905 - Modena - Italy - phone: +39-059-2056136 - fax: +39-059-2056126 - e-mail: {andrea.prati/rita.cucchiara}@unimo.it 2 Computer Vision and Robotics Research Laboratory, Depart- ment of Electrical and Computer Engineering, University of Cali- fornia, San Diego, 9500 Gilman Drive - La Jolla, CA 92037-0407 - USA - phone: (858) 822-0075 - fax: (858) 534-0415 - e-mail: {ivana/trivedi}@ece.ucsd.edu ject losses (due to the shadow cast over another ob- ject). The difficulties associated with shadow detec- tion arise since shadows and objects share two im- portant visual features. First, shadow points are de- tectable as foreground points since they typically dif- fer significantly from the background; second, shad- ows have the same motion as the objects casting them. For this reason, the shadow identification is critical both for still images and for image sequences (video) and has become an active research area es- pecially in the recent past. It should be noted that while the main concepts utilized for shadow analysis in still and video images are similar, typically the pur- pose behind shadow extraction is somewhat different. In the case of still images, shadows are often ana- lyzed and exploited to infer geometric properties of the objects causing the shadow (“shape from shadow” approaches) as well as to enhance object localiza- tion and measurements. Examples of this can be found in aerial image analysis for recognizing build- ings [1][2][3], for obtaining 3-D reconstruction of the scene [4] or even for detecting clouds and their shad- ows [5]. Another important application domain for shadow detection in still images is for the 3-D anal- ysis of objects to extract surface orientations [6] and light source direction [7]. Shadow analysis, considered in the context of video data, is typically performed for enhancing the quality of segmentation results instead of deducing some imaging or object parameters. In literature shadow detection algorithms are normally associ- ated with techniques for moving object segmentation, such as the ones based on inter-frame differencing [8][9][10], background subtraction [11][12], optical flow [13], statistical point classification [14][15] or feature matching and tracking [16][17]. In this paper we present a comprehensive sur- vey of moving shadow detection approaches. We organize contributions reported in the literature in four classes and present a comparative empirical evaluation of representative algorithms selected from 
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 Comparative Evaluation of Moving ShadowDetection Algorithms
 Andrea Prati∗ 1,2, Ivana Mikic2, Rita Cucchiara1, Mohan M. Trivedi2
 Abstract—Moving shadows need careful consideration inthe development of robust dynamic scene analysis systems.Moving shadow detection is critical for accurate object de-tection in video streams, since shadow points are often mis-classified as object points causing errors in segmentation andtracking. Many algorithms have been proposed in the lit-erature that deal with shadows. However, a comparativeevaluation of the existing approaches is still lacking. In thispaper, the full range of problems underlying the shadowdetection are identified and discussed. We present a com-prehensive survey of moving shadow detection approaches.We organize contributions reported in the literature in fourclasses. We also present a comparative empirical evaluationof representative algorithms selected from these four classes.Quantitative (detection and discrimination accuracy) andqualitative metrics (scene and object independence, flexibil-ity to shadow situations and robustness to noise) are pro-posed to evaluate these classes of algorithms on a benchmarksuite of indoor and outdoor video sequences. These video se-quences and associated “ground-truth” data are made avail-able athttp://cvrr.ucsd.edu:88/aton/shadowto allow for othersin the community to experiment with new algorithms andmetrics.
 Keywords— Shadow detection, performance evaluation,dynamic scene analysis, object detection, tracking, segmen-tation, traffic scene analysis, visual surveillance
 I. I NTRODUCTION
 Detection and tracking of moving objects is at thecore of many applications dealing with image se-quences. One of the main challenges in these appli-cations is identifying shadows which objects cast andwhich move along with them in the scene. Shadowscause serious problems while segmenting and ex-tracting moving objects, due to the misclassificationof shadow points as foreground. Shadows can causeobject merging, object shape distortion and even ob-
 ∗ Corresponding author.1 Dipartimento di Scienze dell’Ingegneria, Universita di Mod-
 ena e Reggio Emilia, Via Vignolese, 905 - Modena - Italy- phone: +39-059-2056136 - fax: +39-059-2056126 - e-mail:{andrea.prati/rita.cucchiara}@unimo.it
 2 Computer Vision and Robotics Research Laboratory, Depart-ment of Electrical and Computer Engineering, University of Cali-fornia, San Diego, 9500 Gilman Drive - La Jolla, CA 92037-0407- USA - phone: (858) 822-0075 - fax: (858) 534-0415 - e-mail:{ivana/trivedi}@ece.ucsd.edu
 ject losses (due to the shadow cast over another ob-ject). The difficulties associated with shadow detec-tion arise since shadows and objects share two im-portant visual features. First, shadow points are de-tectable as foreground points since they typically dif-fer significantly from the background; second, shad-ows have the same motion as the objects castingthem. For this reason, the shadow identification iscritical both for still images and for image sequences(video) and has become an active research area es-pecially in the recent past. It should be noted thatwhile the main concepts utilized for shadow analysisin still and video images are similar, typically the pur-pose behind shadow extraction is somewhat different.In the case of still images, shadows are often ana-lyzed and exploited to infer geometric properties ofthe objects causing the shadow (“shape from shadow”approaches) as well as to enhance object localiza-tion and measurements. Examples of this can befound in aerial image analysis for recognizing build-ings [1][2][3], for obtaining 3-D reconstruction of thescene [4] or even for detecting clouds and their shad-ows [5]. Another important application domain forshadow detection in still images is for the 3-D anal-ysis of objects to extract surface orientations [6] andlight source direction [7].
 Shadow analysis, considered in the context ofvideo data, is typically performed for enhancing thequality of segmentation results instead of deducingsome imaging or object parameters. In literatureshadow detection algorithms are normally associ-ated with techniques for moving object segmentation,such as the ones based on inter-frame differencing[8][9][10], background subtraction [11][12], opticalflow [13], statistical point classification [14][15] orfeature matching and tracking [16][17].
 In this paper we present a comprehensive sur-vey of moving shadow detection approaches. Weorganize contributions reported in the literature infour classes and present a comparative empiricalevaluation of representative algorithms selected from
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 Fig. 1. Shadow detector approaches taxonomy. First the approaches are classified by means of their statistical or non-statisticalapproach. Further classification for parametric or model-based choose is done. Finally, every approach can be identified by thespectral, spatial and temporal features they exploit.
 these four classes. This comparison takes into ac-count both the advantages and the drawbacks ofeach proposal and provides a quantitative and qual-itative evaluation of them. Quantitative (detec-tion and discrimination accuracy) and qualitativemetrics (scene and object independence, flexibil-ity to shadow situations and robustness to noise)are proposed to evaluate these classes of algo-rithms on a benchmark suite of indoor and outdoorvideo sequences. These video sequences and as-sociated “ground-truth” data are made available athttp://cvrr.ucsd.edu:88/aton/shadowto allow for others in the community to experimentwith new algorithms and metrics.
 In the next Section we describe the problem ofshadow analysis and discuss a general frameworkused for shadow detection. In Section 3 we develop atwo layer taxonomy for surveying various algorithmspresented in literature. Each approach class is de-tailed and discussed to emphasize its strengths andits limitations. In Section 4, we develop a set of eval-uation metrics to compare the shadow detection al-gorithms. This is followed by Section 5 where wepresent a results of empirical evaluation of four se-lected algorithms on a set of five video sequences.The final Section presents concluding remarks.
 II. SHADOW PERCEPTION
 Shadows are due to the occlusion of the lightsource by an object in the scene.The part of an objectthat is not illuminated is calledself-shadow, whilethe area projected on the scene by the object is called
 cast shadowand is further classified intoumbraandpenumbra[7]. The umbra corresponds to the areawhere the direct light is totally blocked by the object,whereas in the penumbra area it is partially blocked.The umbra is easier to be seen and detected, but ismore likely to be misclassified as moving object. Ifthe object is moving, the cast shadow is more prop-erly calledmoving cast shadow[18].
 It has been demonstrated [19]that shadows can beextracted by performing the difference between thecurrent framesk (at time k) and a reference images0, that can be the previous frame, as in [18], or areference frame, typically namedbackground model[20][21][22].
 As reported in [19], under the assumptions of staticbackground and sufficiently strong light source, thedifference between a previously illuminated pointand the same point covered by a shadow (in thecase of umbra) is high. However, the difference re-sult is somewhat similar in the case of foregroundpoints. The approaches in literature differ by meansof how they distinguish between foreground andshadow points. Most of these works locally ex-ploit pixel appearance change due to cast shadows[7][21][15][23][18]. A possible approach is to com-pute the ratio between the appearance of the pixel inthe actual frame and the appearance in a referenceframe. In [18], authors exploit the assumption of pla-nar background to detect a “possible shadow” search-ing for uniform region with local constant ratio.
 The works we will compare start from these as-sumptions. They can be summarized as the hypothe-
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 Statistical parametric Statistical non-parametricPaper Spectral Spatial Temporal Paper Spectral Spatial Temporal
 Friedman and Russell 1997 [26] C L D Horprasert et al. 1999 [25] C L SMiki c et al. 2000 [14][24] C R D Tao et al.4 2000 [27] C R D
 McKenna et al. 2000 [28] C L SDeterministic model based Deterministic non-model based
 Paper Spectral Spatial Temporal Paper Spectral Spatial Temporal
 Irvin and McKeown Jr.1 1989 [1] G L S Scanlan et al.1 1990 [29] G L SWang et al. 1991 [5] G R S Jiang and Ward1 1992 [7] G R SKilger 1992 [20] G R S Charkari and Mori 1993 [30] G R SKoller et al. 1993 [16] G L S Sexton and Zhang 1993 [21] G L SOnoguchi2 1998 [31] G L S Funka-Lea and Bajcsy1 1995 [32] G R D
 Sonoda and Ogata 1998 [33] G R STzomakas and von Seelen 1998 [34] G R SAmamoto and Fujii 1999 [35] G N/A3 DStauder et al. 1999 [18] G R DCucchiara et al. 2001 [22] C L S
 TABLE I
 CLASSIFICATION OF THE LITERATURE ON SHADOW DETECTION. MOST OF THE PAPERS PRESENTED IN LITERATURE ARE
 CLASSIFIED ACCORDING TO THE FOUR CLASSES PROPOSED. THEIR AUTHORS, THE REFERENCE WORK AND THE YEAR OF
 PUBLICATION ARE REPORTED AND THE SPECTRAL, SPATIAL AND TEMPORAL FEATURES USED ARE DEPICTED
 (G=GREY-LEVEL , C=COLOR, L=LOCAL /PIXEL-LEVEL R=REGION-LEVEL , S=STATIC, D=DYNAMIC ).
 ses (approximated but realistic) that the light sourceis white, isotropically scattered within the object andsufficiently strong; moreover, the reference image isassumed static, textured and planar; finally, the ob-jects are considered with perfectly matte surfaces (orLambertiansurfaces).
 III. TAXONOMY OF SHADOW DETECTION
 ALGORITHMS
 Most of the proposed approaches take into ac-count the described shadow model. To account fortheir differences, we have organized the various al-gorithms in a two-layer taxonomy (Fig. 1). Thefirst layer classification considers whether the deci-sion process introduces and exploits uncertainty.De-terministic approachesuse an on/off decision pro-cess, whereasstatistical approachesuse probabilisticfunctions to describe the class membership. Introduc-
 1This paper considers only still images2This paper is not properly a deterministic model approach. It uses
 an innovative approach based oninverse perspective mappingin whichthe assumption is that the shadow and the object that casts it are over-lapped if projected on the ground plane. Since a model of the scene isnecessary, we classify this paper in this class.
 3This paper has the unique characteristic to use the DCT to removeshadow. For this reason, we can say that this paper works onfrequency-level. The rationale used by the authors is that a shadow has, in thefrequency domain, a large DC component, whereas the moving objecthas a large AC component.
 4Since this paper uses a fuzzy neural network to classify points asbelonging or not to a shadow, it can be considered a statistical approach.However, how much the parameter setting is automated is not clear inthis paper.
 ing uncertainty to the class membership assignmentcan reduce noise sensitivity. In the statistical methods(as [14][24][23][25][26]) the parameter selection is acritical issue. Thus, we further divide the statisticalapproaches inparametricandnon-parametricmeth-ods. The study reported in [14] is an example of theparametric approach, whereas [23][25] are examplesof the non-parametric approach.
 The deterministic class (see [7][18][22][16]) canbe further subdivided. Sub-classification can bebased on whether the on/off decision can be sup-ported by model based knowledge or not. Choos-ing a model basedapproach achieves undoubtedlythe best results, but is, most of the times, too com-plex and time consuming compared to thenon-modelbased. Moreover, the number and the complexityof the models increase rapidly if the aim is to dealwith complex and cluttered environments with differ-ent lighting conditions, object classes and perspectiveviews.
 It is also important to recognize the types of “fea-tures” utilized for shadow detection. Basically, thesefeatures are extracted from three domains (see Fig.1): spectral, spatial and temporal. Approaches canexploit differently spectral features, i.e. using graylevel or color information. Some approaches improveresults by using spatial information working at a re-gion level, instead of pixel level. Finally, some meth-ods exploit temporal redundancy to integrate and im-prove results.
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 Fig. 2. Flowchart of the SNP algorithm. The first N frames are used to compute, for each pixel, the means and the variances ofeach color channel,Ei andsi respectively. Then, the distortion of the brightnessαi and the distortion of the chrominanceCDi
 of the difference between expected color of a pixel and its value in the current image are computed and normalized. Finally, eachpixel is classified into four classes using a decision rule based on thresholds automatically computed.
 In Table I we have classified 21 papers dealing withshadow detection in four classes. We highlight spec-tral, spatial and temporal features used by these algo-rithms. In this paper, we focus our attention on fouralgorithms (reported in bold in Table I) representativeof three of the above-mentioned classes. For the sta-tistical parametric class we choose the algorithm pro-posed in [14] since this utilizes features from all threedomains. The approach reported in [25] can be con-sidered to be a very good representative of the statisti-cal non-parametric class and is also cited and used in[28]. Within the deterministic non-model based classwe choose to compare the algorithm described in [22]because is the only one that uses HSV color space forshadow detection.
 Finally, algorithm reported in [18] has been se-lected for its unique capability to cope with penum-bra. The deterministic model-based class has notbeen considered due to its complexity and due to itsreliance on very specific task domain assumptions.For instance, the approach used in [16] models shad-ows using a simple illumination model: assumingparallel incoming light, they compute the projectionof the 3D object model onto the ground, exploitingtwo parameters for the illumination direction set off-line and assumed to be constant during the entire se-quence. However, as stated in [32], in outdoor scenethe projection of the shadow is unlikely to be per-
 spective, since the light source can not be assumedto be a point light source. Therefore, the need for ob-ject models and illumination position’s manual set-ting make this approach difficult to be implementedin a general-purpose framework.
 A. Statistical non-parametric (SNP) approach
 As an example of statistical non-parametric (SNP)approach we chose the one described in [15] and de-tailed in [25]. This work considers thecolor con-stancyability of human eyes and exploits the Lam-bertian hypothesis (objects with perfectly matte sur-faces) to consider color as a product of irradiance andreflectance. The algorithm is based on pixel mod-eling and background subtraction and its flowchartis shown in Fig. 2. The first N frames are usedto compute, for each pixel, the means and the vari-ances of each color channel. Referring to Fig. 2,Ei = [µR(i), µG(i), µB(i)] is the mean vector andsi = [σR(i), σG(i), σB(i)] is the variance vector. Thedistortion of the brightnessαi and the distortion ofthe chrominanceCDi of the difference between ex-pected color of a pixel and its value in the currentimageIi = [IR(i), IG(i), IB(i)] are computed as:
 αi =
 (IR(i)µR(i)
 σ2R(i)
 + IG(i)µG(i)σ2
 G(i)+ IB(i)µB(i)
 σ2B(i)
 )([
 µR(i)σR(i)
 ]2+[
 µG(i)σG(i)
 ]2+[
 µB(i)σB(i)
 ]2) (1)

Page 5
                        

5
 Fig. 3. Color model of the DNM1 approach in the RGB color space.Ei represents the expected color of a givenith pixel andIirepresents the color value of the pixel in the current frame.αi is the brightness distortion andCDi is the chromaticity distortion.According to equation 3, the figure shows the regions detected as foreground (white), background (red), shadows (green) andhighlights (blue) in the RGB space.
 CDi =
 √√√√(IR(i)− αiµR(i)
 σR(i)
 )2
 +
 (+
 IG(i)− αiµG(i)
 σG(i)
 )2
 +
 (IB(i)− αiµB(i)
 σB(i)
 )2
 (2)
 and normalized w.r.t. their root mean square for pixeli to obtain the valuesαi andCDi. These values areused to classify a pixel in four categories:
 C(i) =
 Foreg. : CDi > τCD or αi < ταlo, elseBackg. : αi < τα1 and αi > τα2, elseShad. : αi < 0, else
 Highl. : otherwise(3)
 The rationale used is that shadows have simi-lar chromaticity but lower brightness than the back-ground model. The lower bound in the “foreground”rule is introduced to avoid misclassification as shad-ows of those points of moving objects with very lowRGB values. Fig. 3 shows the decision rule mappedin the RGB color space according to the color modelused.
 A statistical learning procedure is used to automat-ically determine the appropriate thresholds. The his-tograms of both theαi and theCDi are built andthe thresholds are computed by fixing a certain detec-tion rate. The method proposed is more robust thanthe typical Gaussian distribution-based algorithms; infact, the authors show that theαi and theCDi distri-butions are not Gaussian.
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 Fig. 4. Flowchart of the SP algorithm. A fading memory estimator calculates background means and variances for all pixellocations. The pdf of a shadowed pixel (ℵ(µSH , σSH)) is estimated from that of a non-shadowed pixel (ℵ(µIL, σIL)) by assumingthatv = [R,G,B]T is the value of the pixel not shadowed and by using an approximated linear transformation to estimate thecolor of the point covered by a shadow. Given the means and the variances for the three color channel for a reference point, thecorresponding values under shadows are derived. An iterative probabilistic relaxation to propagate neighborhood information isperformed to improve performance. This is achieved by assigning the class membership probabilities in the next iteration using theresults of the previous step on the neighborhood pixels.
 B. Statistical parametric (SP) approach
 The algorithm described in [14] for traffic sceneshadow detection is an example of statistical para-metric (SP) approach and it takes into account mostof the assumptions described in Section 2. This algo-rithm uses two sources of information:local (basedon the appearance of the pixel) andspatial(based onthe assumption that the objects and the shadows arecompact regions).
 The flowchart of this algorithm is reported in Fig.4. A fading memory estimator calculates backgroundmeans and variances for all pixel locations. The pdfof the shadow class is computed by assuming thatv = [R,G,B]T is the value of the pixel not shad-owed and by using an approximated linear transfor-mation v = Dv (whereD = diag(dR,dG,dB) isa diagonal matrix obtained by experimental evalua-tion) to estimate the color of the point covered bya shadow. TheD matrix is assumed approximatelyconstant over flat surfaces. If the background is not
 flat over the entire image, differentD matrices mustbe computed for each flat subregion. Given the meansand the variances for the three color channels for areference point, it is straightforward to derive the cor-responding values under shadows asµi
 SH = µiILdi
 andσiSH = σi
 ILdi, with i ∈ R,G,B. Finally, the a-posteriori probabilities of belonging to background,foreground and shadow classes are computed andmaximized.
 This algorithm improves the detection perfor-mance by imposing spatial constraints. It performs aniterative probabilistic relaxation to propagate neigh-borhood information. After this, a post-processing isperformed.
 In this statisticalparametric approach the maindrawback is the difficult process necessary to selectthe parameters. Manual segmentation of a certainnumber of frames is currently done to collect statis-tics and to compute the values of matrixD. An ex-pectation maximization (EM) approach could be used
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 Fig. 5. Flowchart of the DNM1 algorithm. The moving object detection is based on background suppression with knowledge-basedfeedback. The background is computed and updated using a median function over a sequence of previous frames. The knowledge isexploited by updating only those regions previously not detected as moving. Ghosts and ghost shadows are detected and exploitedto enhance background updating and shadow detection in the re-shadowing task. The shadow detection is pixel-based and exploitcolor information in the HSV color space.
 to automate this process, as in [26].
 C. Deterministic non-model based (DNM1) ap-proach
 The system described in [22] is an example ofdeterministic non-model based approach (we call itDNM1). The flowchart of the system is reported inFig. 5. It performs object detection by means ofa background suppression and one of its major nov-elties is the way the background model is computed[12][22]. The model of the background is defined asa combination of statistical and knowledge-based as-sumptions. A point of the background assumes thevalue (in the RGB color space) that has the higherprobability in a given observation windoww = n ·∆tbeingn the previous frames sampled at a distance of
 ∆t frames. The more probable value can be detectedby using the mode function in a statistically accept-able window. In order to deal with a limited numberof samples, the mode function is substituted with themedian function that is a good approximation, as hasbeen measured in [12]. The knowledge-based feed-back enhances the background update: the points be-longing to moving objects detected, validated in theirmotion state (in order to distinguish them from appar-ent moving objects) and tracked during time, and thepoints belonging to moving shadows are not includedin the background updating process. The average op-tical flow computed by the blob analysis (Fig. 5) al-lows to distinguish between real MVOs (Moving Vi-sual Objects) and apparent MVOs, calledghostsanddue to errors in the background modeling. In fact,

Page 8
                        

8
 (a) Ghost shadow scene (raw data) (b) Ghost shadow scene (highlightedresults)
 Fig. 6. Ghost shadow example. Ghost shadow scene is reported in (a) and the highlighted results (with an unknown algorithm) in(b), where blue pixels identify shadow points and red pixels belong to a foreground object. Note that this ghost shadow is due tothe lower reflection of the cabinet door that has been opened, but was closed in the previous frames. From the intensity point ofview this is a shadow since it is due to an intensity decrease.
 the background suppression method returns spuriousmoving objects called ghosts, corresponding to actualbackground areas incorrectly detected as moving ob-jects. For instance, a stopped car that begins to movewill take some frames to be removed from the back-ground: during this period the background suppres-sion will detect as moving object the “ghost” of thecar too.
 The same problem can arise in the case of shadowand is called “ghost shadow” [22]. Fig. 6 reports anexample of this special case. In Fig. 6(a) the ghostshadow is due to the lower reflection of the cabinetdoor that has been opened, but was closed in the pre-vious frames. From the intensity point of view this isa shadow since it is due to an intensity decrease; how-ever, this type of shadow is not due to the occlusionof the light source by an object. Fig. 6(b) reports theresult of a shadow detector: the blue area detected asshadow at the bottom of the cabinet door is indeed aghost shadow. The DNM1 approach is able to detectshadows and then to classify them as MVO shadowsor ghost shadows. In there-shadowing task(see Fig.7) only the MVO shadows is excluded from the back-ground update since it does not belong semanticallyto the background model (see [22] for details).
 For the shadow detection part (reported in gray inFig. 5), this algorithm works in the HSV color space.The main reasons are that HSV color space corre-sponds closely to the human perception of color [36]and it has revealed more accuracy in distinguishingshadows. In fact, a shadow cast on a background doesnot change significantly its hue [37]. Moreover, the
 authors exploit saturation information since has beenexperimentally evaluated than shadow often lower thesaturation of the points. The resulting decision pro-cess is reported in the following equation:
 SPk(x, y) =
 1 if α ≤ IV
 k (x,y)
 BVk
 (x,y)≤ β
 ∧ (ISk (x, y)−BS
 k (x, y)) ≤ τS
 ∧ |IHk (x, y)−BH
 k (x, y)| ≤ τH
 0 otherwise
 (4)
 whereIk(x, y) and Bk(x, y) are the pixel values atcoordinate(x, y) in the input image (frame k) and inthe background model (computed at frame k), respec-tively. The foreground maskFk(x, y) is set to 1 if thepoint at coordinates (x,y) is detected as “probably” inmotion and, therefore, has to be used both for MVOand for shadow detection. The use ofβ prevents theidentification as shadows of those points where thebackground was slightly changed by noise, whereasα takes into account the “power” of the shadow, i.e.how strong the light source is w.r.t. the reflectanceand irradiance of the objects. Thus, stronger andhigher the sun (in the outdoor scenes), the lowerαshould be chosen.
 D. Deterministic non-model based (DNM2) ap-proach
 Eventually, we compare the approach presented in[18]. This is also a deterministic non-model based ap-proach, but we have included it because its capabilityof detecting penumbra in moving cast shadow.
 The flowchart for the shadow detection approachis shown in Fig. 7(a) and is provided by verifying
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 (a) Overview flowchart of the DNM2 algorithm (b) Static/moving edge classification flowchart
 (c) Uniform shading detection flowchart (d) Penumbra detection flowchart
 Fig. 7. The DNM2 approach to shadow detection. The gray boxes indicate the three criteria used. The current and previous frameare used to detect static and moving edges, to detect uniform region of shading in the image and to detect penumbra. Then, thesecriteria are used, together with heuristic rules, to classify every changed region of the image into shadow or no shadow.
 three criteria: the presence of static and moving edges(Fig. 7(b)), the presence of “darker” uniform regions(Fig. 7(c)) and the presence of a high difference inluminance w.r.t reference frame.
 For edge detection, a method inspired by the sen-sitivity of a human eye to edges is used. A point isdetected as edge if it has a zero crossing and a highlocally computed variance of the second derivativeof the image luminance. Then, a point belonging toan edge is classified as static if the energy in high
 frequencies of the frame difference is low in a localneighborhood of the point. Otherwise, the edge pointis classified as moving (Fig. 7(b)). Static edges hintat static background and can be exploited to detectnonmoving regions inside the frame difference.
 According to the assumption that the ratio betweenframes is locally constant in presence of cast shad-ows, this algorithm computes the frame ratio for eachpixel. If this ratio is locally constant, there is a highprobability that the point belongs to a shadow, thus
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 the DNM2 approach identifies uniform region of theimage as possible shadow regions (Fig. 7(c)).
 Using the classification results from these firsttwo criteria and the change detection mask, eachregion of the image is classified into 17 differ-ent types that consider most of the combination ofthe changed/unchanged, no edge/static edge/movingedge and no result/uniform/non-uniform hypothe-ses. By means of some heuristic rules it is decidedwhether the change is due to moving cast shadows.The rules require changed image regions containingeither no edges or static edges and, additionally, auniform change of shading, at least in a local neigh-borhood [18].
 Finally, to detect penumbra the authors propose tocompute the width of each edge in the difference im-age (Fig. 7(d)). Since penumbra causes a soft lu-minance step at the contour of a shadow, they claimthat the edge width is the more reliable way to dis-tinguish between objects contours and shadows con-tours (characterized by a width greater than a thresh-old).
 This approach is one of the most complete pro-posed in literature. Nevertheless, in this case the as-sumptions and the corresponding approximations in-troduced are strong and they could lack in general-ity. Also, the penumbra criterion is not explicitly ex-ploited toaddpenumbra points as shadow points, butit is only used toremovethe points that do not fit thiscriterion. Moreover, the proposed algorithm uses theprevious frame (instead of the background) as refer-ence frame. This choice exhibits some limitations inmoving region detection since it is influenced by ob-ject speed and it is too noise sensitive. Thus, to makethe comparison of these four approaches as fair aspossible, limited to the shadow detection part of thesystem, we implement the DNM2 approach using abackground image as reference image, as it was donefor the other three approaches.
 IV. PERFORMANCE EVALUATION METRICS
 In this section, the methodology used to comparethe four approaches is presented. In order to sys-tematically evaluate various shadow detectors, it isuseful to identify the following two important qual-ity measures: good detection(low probability tomisclassify a shadow point) andgood discrimina-tion (the probability to classify non-shadow pointsas shadow should be low, i.e. low false alarm
 rate). The first one corresponds to minimizing thefalse negatives (FN), i.e. the shadow points classi-fied as background/foreground, while for good dis-crimination, thefalse positives (FP), i.e. the fore-ground/background points detected as shadows, areminimized.
 A reliable and objective way to evaluate this typeof visual-based detection is still lacking in literature.In [38], the authors proposed two metrics for movingobject detection evaluation: theDetection Rate (DR)and theFalse Alarm Rate (FAR). AssumingTP asthe number oftrue positives(i.e. the shadow pointscorrectly identified), these two metrics are defined asfollows:
 DR =TP
 TP + FN; FAR =
 FP
 TP + FP(5)
 These figures are not selective enough for shadow de-tection evaluation, since they do not take into accountwhether a point detected as shadow belongs to a fore-ground object or to the background. If shadow de-tection is used to improve moving object detection,only the first case is problematic, since false positivesbelonging to the background do not affect neither theobject detection nor the object shape.
 To account this, we have modified the metrics ofequation 5, defining theshadow detection accuracyηand theshadow discrimination accuracyξ as follows:
 η =TPS
 TPS + FNS
 (6)
 ξ =TPF
 TPF + FNF
 (7)
 where the subscript S stays for shadow and F forforeground. TheTPF is the number of ground-truthpoints of the foreground objects minus the numberof points detected as shadows but belonging to fore-ground objects.
 In addition to the above quantitative metrics, wealso consider the following qualitative measures inour evaluation: robustness to noise, flexibility toshadow strength, width and shape, object indepen-dence(it evaluates how many constraints the algo-rithm imposes on the objects casting the shadows,in particular on their class, speed and dimensions),scene independence, computational loadanddetec-tion of indirect cast shadows and penumbra. Indirectcast shadows are the shadows cast by a moving ob-ject over another moving object and their effect is to
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 Highway I Highway II Campus Laboratory Intelligentroom
 Sequence type outdoor outdoor outdoor indoor indoorSequencelength
 1074 1134 1179 987 900
 Image size 320x240 320x240 352x288 320x240 320x240Shadowstrength
 medium high low very low low
 Shadow size large small very large medium largeObject class vehicles vehicles vehicle/people people/other peopleObject size large small medium medium mediumObject speed5 30-35 8-15 5-10 10-15 2-5Noise level medium medium high low medium
 TABLE II
 THE SEQUENCE BENCHMARK USED. THE BENCHMARK SHOULD BE COMPLETE AND NOT TRIVIAL TO STRESS THE SHADOW
 DETECTION CAPABILITIES OF THE APPROACH UNDER COMPARISON. THE SEQUENCE SET CHOSEN HAS BOTH INDOOR AND
 OUTDOOR SCENES, INCLUDING LARGE AND SMOOTHED SHADOWS AS WELL AS SMALL AND DARK ONES. IT CONTAINS
 DIFFERENT OBJECT CLASSES WITH VARIOUS SIZE AND SPEED. THE LENGTH (IN NUMBER OF FRAMES) AND THE SIZE OF
 THE IMAGES ARE REPORTED. AN EVALUATION OF NOISE IN THE IMAGES OF EACH SEQUENCE IS SHOWN TOO.
 decrease the intensity of the moving object covered,probably affecting the object detection, but not theshadow detection.
 V. EMPIRICAL COMPARATIVE EVALUATION
 In this section, the experimental results and thequantitative and qualitative comparison of the fourapproaches are presented. As a benchmark, we se-lect the sequences reported in Table II, where both in-door and outdoor sequences are present, where shad-ows range from dark and small to light and large andwhere the object type, size and speed vary consider-ably. TheHighway I and theHighway II sequencesshow a traffic environment (at two different light-ing conditions) where the shadow suppression is veryimportant to avoid misclassification and erroneouscounting of vehicles on the road. TheCampusse-quence is a noisy sequence from outdoor campus sitewhere cars approach to an entrance barrier and stu-dents are walking around. The two indoor sequencesreport two laboratory rooms in two different perspec-tives and lighting conditions. In theLaboratoryse-quence, besides walking people, a chair is moved in
 order to detect its shadow.
 A. Quantitative comparison
 To compute the evaluation metrics described inSection 4, the ground-truth for each frame is nec-essary. We obtained it by segmenting the imageswith an accurate manual classification of points inforeground, background and shadow regions. Weprepared ground truth on tens of frames for eachvideo sequence representative of different situations(dark/light objects, multiple objects or single object,occlusions or not).
 Results are reported in Table III. To establish afair comparison, algorithms do not implement anybackground updating process (since each tested al-gorithm proposes a different approach). Instead wecompute the reference image and other parametersfrom the firstN frames (withN varying with thesequence considered). Fig. 8 reports the rank-ing in shadow detection and shadow discriminationaccuracy derived from Table III. Eventually, the
 5The object speed has been measured in average number of pixels perframe.
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 Highway I Highway II Campus Laboratory Intelligent Roomη% ξ% η% ξ% η% ξ% η% ξ% η% ξ%
 SNP 81.59% 63.76% 51.20% 78.92% 80.58% 69.37% 84.03% 92.35% 72.82% 88.90%SP 59.59% 84.70% 46.93% 91.49% 72.43% 74.08% 64.85% 95.39% 76.27% 90.74%
 DNM1 69.72% 76.93% 54.07% 78.93% 82.87% 86.65% 76.26% 89.87% 78.61% 90.29%DNM2 75.49% 62.38% 60.24% 72.50% 69.10% 62.96% 60.34% 81.57% 62.00% 93.89%
 TABLE III
 EXPERIMENTAL RESULTS. EACH APPROACH HAS BEEN TESTED ON THE BENCHMARK. FOR EACH EXPERIMENT THE
 SHADOW DETECTION ACCURACYη AND THE SHADOW DISCRIMINATION ACCURACY ξ IN PERCENTAGE ARE REPORTED.
 (a) Shadow detection accuracy ranking (b) Shadow discrimination accuracy ranking
 Fig. 8. Ranking of the four approaches with regard to the shadow detection accuracy (a) and the shadow discrimination accuracy(b).For each approach the ranking for each sequence is reported.
 visual results on a subset of theIntelligent Roomand of theHighway I sequences are available athttp://cvrr.ucsd.edu:88/aton/shadow .
 The SNP algorithm is very effective in most ofthe cases, but with very variable performances. Itachieves the best detection performanceη and highdiscrimination accuracyξ in the indoor sequenceLaboratory, with percentages up to 92%. However,the discrimination accuracy is quite low in theHigh-way I andCampussequences. This can be explainedby the dark (similar to shadows) appearance of ob-jects in theHighway I sequence and by the strongnoise component in theCampussequence.
 The SP approach achieves good discrimination ac-curacy in most of the cases. Nevertheless, its detec-tion accuracy is relatively poor in all the cases but theIntelligent roomsequence. This is mainly due to theapproximation of constantD matrix on the entire im-age. Since the background can be rarely assumed asflat on the entire image, this approach lacks in gener-ality. Nevertheless, good accuracy in the case ofIn-
 telligent roomtest shows how this approach can dealwith indoor sequences where the assumption of con-stantD matrix is valid.
 The DNM1 algorithm is the one with the most sta-ble performance, even with totally different video se-quences. It achieves good accuracy in almost all thesequences. It outperforms the other algorithms in theCampusand in theIntelligent roomsequences.
 The DNM2 algorithm suffers mainly due to theassumption of planar background. This assumptionfails in the case of theLaboratory sequence wherethe shadows are cast both on the floor and on the cab-inet. The low detection performance in theCampussequence is mainly due to noise and this algorithmhas proven low robustness to strong noise. Finally,this algorithm achieves the worst discrimination re-sult in all the cases but theIntelligent roomsequence.This is due to its assumption of textured objects: ifthe object appearance is not textured (or seems nottextured due to the distance and the quality of theacquisition system), the probability that parts of the
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 (a) Raw image (b) SNP result (c) SP result (d) DNM1 result (e) DNM2 result
 (f) Raw image (g) SNP result (h) SP result (i) DNM1 result (j) DNM2 result
 (k) Raw image (l) SNP result (m) SP result (n) DNM1 result (o) DNM2 result
 (p) Raw image (q) SNP result (r) SP result (s) DNM1 result (t) DNM2 result
 (u) Raw image (v) SNP result (w) SP result (x) DNM1 result (y) DNM2 result
 Fig. 9. Results of shadow detection in the indoor sequenceIntelligent room. In all these figures, red pixels identify foregroundpoint and blue pixels indicate shadow points.
 object are classified as shadow arises. In fact, in theIntelligent roomsequence the clothes of the personin the scene are textured and the discrimination accu-racy is higher. This approach outperforms the othersin the more difficult sequence (Highway II).
 The statistical approaches perform robustly innoisy data, due to statistical modeling of noise. On
 the other hand, deterministic approaches (in particu-lar if pixel-based and almost unconstrained as DNM1)exhibit a good flexibility to different situations. Dif-ficult sequences, likeHighway II, require, however,a more specialized and complete approach to achievegood accuracy. To help evaluating the approaches theresults on theHighway I outdoor sequence and on
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 the Intelligent roomindoor sequence are available athttp://cvrr.ucsd.edu:88/aton/shadow .Fig. 9 shows an example for each sequence.
 The set of experiments discussed above are use-ful to evaluate relative performance of the four al-gorithms, over a wide range of conditions capturedby the five test video sequences. It is also importantto investigate how shadow detection metrics performover a large range of frames, within a selected videosequence. Basically, in this case, the nature of shad-ows, objects, object/shadow movements, illuminationeffects can all be considered to be relatively constant.Results of such an evaluation are discussed next.
 Every other of 224 frames of theIntelligent roomsequence have been manually segmented. All the112 manually segmented images are available athttp://cvrr.ucsd.edu:88/aton/shadow .The shadow detection accuracyη and the shadow dis-crimination accuracyξ over the sequence are shownin Fig. 10 and Fig. 11, respectively. From this ex-tended empirical evaluation is possible to note thatwhile the discrimination accuracy is quite stable, thedetection accuracy is more frame-dependent. Themain reason is that in this sequence only one object ispresent, but the shadows are cast on different surfacesand under different conditions. The behaviour of thesystems in such different conditions is reported inFig. 10 where three significant snapshots are shown.
 First, around frame 100 all approaches but theDNM2 have an accuracy close to 80%. The reason ofthe low performance of DNM2 approach is the detec-tion as object of the shadow close to the person’s feet(Fig. 10): the region spatial connectivity present inthis algorithm expands the object classification to theshadow close to the feet, whereas the pixel-based ap-proach (for instance, in the DNM1 algorithm) avoidsthis incorrect classification. Around frame 214 thereis an interesting anomaly: all the algorithms exceptthe SP suffers degradation in performance, whereasperformance of the SP improves. In this frame theshadows are cast under the table and while the statis-tical parametric approach can detect them (choosingappropriate parameters), the other algorithms can not.The flexibility achievable with a degree of freedom inthe parameter selection is shown in the last pair of im-ages (frame 282) where the two statistical approachesare compared.
 Discrimination accuracy is more stable. Threepairs of snapshots are reported in Fig. 11. The left
 one shows why the discrimination accuracy of theDNM2 approach is higher around frame 134. Someparts of the person are detected as shadow by theother algorithms (as SNP for example), resulting infalse positives increase. Moreover, the black hair ofthe person is misclassified as shadow due to their“dark” appearance. Thanks to its spatial reasoningthe DNM2 approach can deal with this situation. Af-ter frame 260, the performance of all the algorithmsdegrades. The results for the SP and the DNM1 ap-proaches are reported, showing that the left leg of theperson is eroded and partially detected as shadow. Inthis case the color of the pants is very similar to thechair legs in the background. Object color is usuallyan important cue to help distinguishing objects fromshadows. A similar example is reported in the lastpair of images.
 B. Qualitative comparison
 To evaluate the behaviour of the four algorithmswith respect to the qualitative issues presented in Sec-tion 4, we vote them ranging from “very low” to“very high” (see Table IV). The DNM1 method isthe most robust to noise, thanks to its pre- and post-processing algorithms [22]. The capacity to deal withdifferent shadow size and strength is high in both theSNP and the DNM1. However, the higher flexibilityis achieved by the DNM2 algorithm which is able todetect even the penumbra in an effective way. Nev-ertheless, this algorithm is very object-dependent, inthe sense that, as already stated, the assumption ontextured objects affects strongly the results. Also,the two frame difference approach proposed in [18]is weak as soon as the object speeds increase.
 The planar background hypothesis makes theDNM2 and especially the SP approaches more scene-dependent than the other two. Although we can notclaim to have implemented these algorithms in themost efficient way, the DNM2 seems the more timeconsuming, due to the amount of processing neces-sary. On the other hand, the SNP is very fast.
 Finally, we evaluated the behaviour of the algo-rithms in the presence of indirect cast shadows (seeSection 4). In Fig. 12 the results in the case of in-direct cast shadow are shown. The DNM2 approachis able to detect both the penumbra and the indirectcast shadow in a very effective way. Note that thepenumbra in Fig. 12(e) has been detected as fore-ground because, accordingly to [18], we use penum-
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 Fig. 10. Shadow detection accuracy of the test on the first 300 frames of theIntelligent roomsequence. The first 80 frames areused for the background computation and the collection of the background statistics and thus are not reported in this graph. Everyother of the remaining frames have been manually segmented, resulting in 112 samples. Three pairs of image results have beenincluded to help evaluation. The black number in the left-bottom corner of each snapshot represents the frame number, while thegreen label in the right-bottom corner shows the approach used. Note that the detection performance is far from stable.
 Fig. 11. Shadow discrimination accuracy of the test on the first 300 frames of theIntelligent roomsequence. The first 80 framesare used for the background computation and the collection of the background statistics and thus are not reported in this graph.Every other of the remaining frames have been manually segmented, resulting in 112 samples. Three pairs of image results havebeen included to help evaluation. The black number in the left-bottom corner of each snapshot represents the frame number, whilethe green label in the right-bottom corner shows the approach used. The discrimination performance results more stable than thedetection performance. This is mainly due to the presence of a single object in the scene, where the shadow to be detected are caston several different surfaces and conditions.
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 Robustness Flexibility Object Scene Computational Indirect shadowto noise to shadow independence independence load & penumbra detection
 SNP high high high high very low highSP high medium high low low low
 DNM1 very high high high high low very lowDNM2 low very high low medium high very high
 TABLE IV
 QUALITATIVE EVALUATION . SIX PARAMETERS HAVE BEEN CHOSEN TO OVERVIEW THE FEATURES OF THE APPROACHES
 PRESENTED. A VOTE FROM “ VERY LOW” TO “ VERY HIGH” TO EACH APPROACH HAS BEEN GIVEN FOR EACH PARAMETER.
 (a) Raw image (b) SNP result (c) SP result (d) DNM1 result (e) DNM2 result
 Fig. 12. Results on indirect cast shadow. In the case of moving shadow casts on a moving object, the four algorithms behave ina different way. The SP algorihtm detects correctly most of the indirect cast shadow (Fig. (b)), where the SNP (Fig. (c)) and theDNM1 (Fig. (d)) algorithms do not. The best detection is achieved by the DNM2 method (Fig. (e)). In all these figures, red pixelsidentify foreground point and blue pixels indicate shadow points.
 bra information only to assert the classification pro-cess and not to detect penumbra points. The SP andthe DNM1 methods failed in detecting indirect castshadows. The pixel-based decision can not distin-guish correctly between this type of moving shadowsand those shadows cast on the background. However,the SP approach is able to detect relatively narrowpenumbra.
 VI. CONCLUDING REMARKS
 Development of practical dynamic scene analy-sis systems for real-world applications needs carefulconsideration of the moving shadows. Research com-munity has recognized this and serious, substantiveefforts in this area are being reported. The main moti-vator for this paper is to provide a general frameworkto discuss such contributions in the field and alsoto provide a systematic empirical evaluation of a se-lected representative class of shadow detection algo-rithms. In this paper an overview of moving shadowdetection problem is presented. Papers dealing withshadows are classified in a two-layer taxonomy andfour representative algorithms are described in detail.A set of novel quantitative and qualitative metrics hasbeen adopted to evaluate the approaches. We per-formed an extensive empirical study using five videosequences, to evaluate efficacy of the new metrics in
 judging four selected shadow detection algorithms.Main conclusion of the empirical study can be de-
 scribed as follows. For a general-purpose shadowdetection system, with minimal assumptions, apixel based deterministic non-model based approach(DNM1) assures best results. On the other hand, todetect shadows efficientlyin one specific environ-ment, more assumptions yield better results andde-terministic model-based approachshould be applied.In this situation, ifthe object classes are numerousto allow modeling of every class, acomplete de-terministic approach, like the DNM2, should be se-lected. If the environment is indoor, the statisticalapproachesare the more reliable, since the scene isconstant and a statistical description is very effective.If there are different planes onto which the shadowscan be cast, an approach like SNP is the best choice.If the shadows are scattered, narrow, or particularly“blended” to the environment, a region-based dy-namic approach, typically deterministic, is the bestchoice (as DNM2 in theHighway II scene reported inthis paper). Finally, ifthe scene is noisy, astatisticalapproach or a deterministic approach with effectivepre- and post-processing stepsshould be used.
 Finally, we want to remark that all the evaluatedapproaches exploit a large set of assumptions, to limitcomplexity and to avoid being undully constrained
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 to a specific scene model. This limits their shadowdetection accuracies. This in fact points to the lim-itations of using only image-derived information inshadow detection. Further improvements would re-quire feedback of specific task/scene domain knowl-edge.
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